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PREFACE 

Welcome to the 7th International Conference in Vietnam on the Development of Biomedical Engineering. 

Vietnam is a rapidly developing, socially dynamic country, where interest in biomedical engineering (BME) activities has grown 
considerably in recent years. The leadership of the Vietnamese government, and of research and educational institutions, are well 
aware of the importance of this field for the development of the country and have instituted policies to promote its development. 
The political, economic and social environment within the country offers unique opportunities for the international community and 
this conference was intended to provide a vehicle for the sharing of experiences; development of support and collaboration networks 
for research; and exchange of ideas on how to improve the educational and entrepreneurial environment to better address the urgent 
needs of Vietnam. In the following we would like to share with you our history. 

In January 2004, under the sponsorship of the U.S. National Science Foundation, Professor Vo Van Toi of the BME Department 
of Tufts University, Medford Massachusetts USA, led a fact-finding U.S. delegation that consisted of BME professors from different 
universities in the United States, and visited several universities and research institutions in Vietnam from North to South to assess 
the state of development of this field. This delegation proposed a five-year plan that was enthusiastically embraced by the 
international scientific communities to actively develop collaborations with Vietnam.  

Within this framework, in July 2005, the First International Conference on the Development of BME in Vietnam was held in Ho 
Chi Minh City. From that conference a Consortium of Vietnam-International Universities was created to advise and assist the 
development of BME in Vietnamese universities.  

In July 2007, the Second International Conference on the Development of BME in Vietnam was held in Hanoi. During this event, 
the Vietnamese Association of Biomedical Science and Engineering was endorsed by the Asia-Pacific International Molecular 
Biology Network (AIMBN), BME Society Singapore (BESS), International Federation for Medical and Biological Engineering 
(IFMBE), Société Française de Génie Biologique et Médical (SFGBM) and IFMBE Asia-Pacific Working Group. 

In March 2009, International University (IU) established its BME Department and the first accredited Engineer in BME degree in 
Vietnam (code: 52.42.02.04). IU is a member of Vietnam National Universities – Ho Chi Minh City (VNU-HCM), one of the two 
elite university networks in Vietnam, and is the first public university in Vietnam that teaches all courses in English. It was created 
as a new model to modernize the higher education in Vietnam. The BME Department at IU has since coordinated with its national 
and international counterparts to promote the activities of this field in Vietnam. 

In January 2010, the Third International Conference on the Development of BME in Vietnam was organized by IU in Ho Chi 
Minh City. It reflected the steady growth of the activities in this field in Vietnam, and featured the contributions of researchers of 
21 countries, including: Australia, Belgium, Canada, Denmark, France, India, Japan, Korea, Malaysia, New Zealand, Philippines, 
Poland, Russia, Singapore, Spain, Switzerland, Taiwan, Thailand, United Kingdom, the United States and Vietnam. The Conference 
was endorsed by the International Federation for Medical and Biological Engineering (IFMBE). It also hosted the Clinical 
Engineering Workshop of the IFMBE Asia Pacific Working Group. The contributed papers were published in the IFMBE 
Proceedings Series by Springer (ISBN 978-3-642-12019-0). 

In January 2012, the Fourth International Conference on the Development of BME in Vietnam was organized at IU of VNU-
HCM as a Mega-conference. It was kicked off by the Regenerative Medicine Conference (Jan 8-10, 2012) with the theme 
“BUILDING A FACE” Using a Regenerative Medicine Approach, endorsed mainly by the Tissue Engineering and Regenerative 
Medicine International Society (TERMIS) and co-organized by Professor Stephen E. Feinberg, University of Michigan Health 
System, USA, Professor Anh Le, University of Southern California, USA and Professor Vo Van Toi, International University-VNU 
HCM, Vietnam. It was followed by the Computational Medicine Conference, endorsed mainly by the Computational Surgery 
International Network (COSINE) and the Computational Molecular Medicine of German National Funding Agency; and the General 
BME Conference, endorsed mainly by the International Federation for Medical and Biological Engineering (IFMBE) (Jan 10-12) 
and co-organized by Professor Paolo Carloni, German Research School for Simulation Sciences GmbH, Germany, Professor Marc 
Garbey, University of Houston, USA and Professor Vo Van Toi, International University-VNU HCM, Vietnam. It featured the 
contributions of 435 scientists from 30 countries, including: Australia, Austria, Belgium, Canada, China, Finland, France, Germany, 
Hungary, India, Iran, Italy, Japan, Jordan, Korea, Malaysia, Netherlands, Pakistan, Poland, Russian Federation, Singapore, Spain, 
Switzerland, Taiwan, Turkey, Ukraine, United Kingdom, United States, Uruguay and Viet Nam. Contributed papers were published 
in the IFMBE Proceedings series, Vol. 40, Publisher: Springer, ISBN: 978-3-642-32183 in 2013. 
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The Fifth International Conference on the Development of BME was organized by IU of VNU-HCM from June 16-18, 2014. 
Professor Vo Van Toi of this institution was the Conference General Chair. This Conference was a very special event. It officially 
opened the season for celebration of the 20th Anniversary of VNU-HCM. It also marked the 10th Anniversary of IU and the 
5th Anniversary of the BME Department. This Conference featured 231 papers of 532 authors and co-authors from 26 countries 
including Australia, Bangladesh, Belgium, Canada, China, Croatia, Czech Republic, Denmark, Finland, France, Germany, India, 
Israel, Italy, Japan, Korea, Malaysia, Norway, Singapore, Slovenia, Switzerland, Taiwan, Turkey, United Kingdom, USA and 
Vietnam. Almost all Vietnamese institutions have their delegations. Besides Vietnam, the 2 countries that have the most contributors 
are the USA and Australia. The plenary session featured the lectures from keynote speakers: (1) Prof. Ratko Magjarevic, President 
of IFMBE; (2) Dr. Robert A. Lieberman, Vice-President of International Society for Optics and Photonics SPIE; (3) Prof. Vo-Dinh 
Tuan, Director of Fitzpatrick Institute for Photonics, Duke University, USA; (4) Prof. Christian Griesinger, Director of Max Planck 
Institute for Biophysical Chemistry, Germany; (5) Prof. Anja Boisen, Director of VKR Centre Of Excellence ‘NAMEC’, Denmark; 
(6) Prof. Yin Xiao, Director of Australia-China Centre for Tissue Engineering and Regenerative Medicine, Queensland University 
of Technology, Australia; (7) Prof. Yukio Nagasaki, Department of Materials Science and Medical Sciences, University of Tsukuba, 
Japan; and (8) Prof. Fong-Chin Su, President of Taiwanese Society of BME, Director, Medical Device Innovation Center, National 
Cheng Kung University, Taiwan. The contributed papers were published in the IFMBE Proceedings Series by Springer, Vol. 46, 
ISBN 978-3-319-11775 in 2015. 

The social events were also organized to introduce to the international guests the Vietnamese culture. Sponsors: Vietnam National 
Universities –HCMC and International University Office of Naval Research Global, Arizona State University, Alberta University, 
VikoMed, Trung Sơn (T.S.S.E.), Saigon Instrumentation Joint Stock Company (Saigon ISC), ITS Vietnam, Saigon Scientists, and 
National Instruments. SPIE (USA), Technical Co-sponsor, gave two awards to student papers in the field of Biophotonics. 

The Sixth International Conference on the Development of BME in Vietnam was organized from June 27-29, 2016 by IU, VNU-
HCM and Saigon HiTech Park (SHTP). Professor Vo Van Toi was the Conference General Chair. The conference theme was 
Healthcare Technology for Developing Countries. 417 authors and co-authors came from 23 countries including Australia, Canada, 
China, Finland, France, Germany, Hong Kong, India, Indonesia, Italy, Japan, Korea, Malaysia, Norway, Portugal, Singapore, Spain, 
Taiwan, Thailand, United Kingdom, United States and Vietnam. Vietnam, Australia, USA and Korea had the most contributors. 
Nine distinguished Keynote Speakers gave their talks either in plenary sessions for the general public or in parallel sessions with 
specific topics: (1) Prof. Jeff Bulte, Professor of Radiology, Oncology, BME and Chemical & Biomolecular Engineering, Director, 
Cellular Imaging Section, Institute for Cell Engineering, Johns Hopkins University School of Medicine, USA; (2) Prof. Paolo 
Carloni, German Research School for Simulation Sciences GmbH and  Institute for Advanced Simulation (IAS), Germany; (3) Prof. 
John Huguenard, Director, Neuroscience Graduate Program, Stanford University, Professional Advisory Board, Epilepsy 
Foundation, USA; (4) Prof. Ryuji Kohno, Director, Medical Information and Communication Technology Center, Yokohama 
National University, Japan, Distinguished Professor, University of Oulu, Finland;  (5) Dr. Sajeda Meghji, Emeritus Reader in Oral 
Biology, University College London (UCL), United Kingdom; (6) Prof. Beom-Jin Lee, Dean of College of Pharmacy, Ajou 
University, Head of the Pharmaceutical Research and Development Agency, Korean Pharmaceutical Manufacturing Associations, 
Korea; (7) Prof. Yu-Lung Lo, Distinguished Professor, Head of Department of Mechanical Engineering, National Cheng Kung 
University, Taiwan;(8) Prof. Yasuhiko Tabata, Chairman, Department of Biomaterials, Institute for Frontier Medical Sciences, 
Kyoto University, Board of Governors, Tissue Engineering Society International, Japanese Society of Biomaterials, Japanese Tissue 
Engineering Society, Society for Hard Tissue Regenerative Medicine, Japanese Society of Inflammation and Regeneration, Japan 
Society of Drug Delivery System, Japanese Regenerative Medicine Society, Japan; and (9) Prof. Christopher Woods, Director of 
Master of Science in Global Health, Director of Graduate Studies, Duke Global Health Institute, Duke University, Chief, Infectious 
Diseases Division, Durham VA Medical Center, USA. Furthermore, 44 Invited Speakers gave their talks or tutorial lectures in the 
parallel sessions including: Materials for Biomedical Applications, Biomechanics, Lab-on-a-chip & Point of care Technologies, 
Mathematical Modeling in Medicine, Biophotonics, Public Health, Pharmaceutical Sciences & Biomedicine, Medical 
Instrumentations, Healthcare Information Technology & Bioinformatics, Biomedical Signal & Image Processing, Neuroscience & 
Neuroengineering, Advanced in Stem Cell & Cell Reprogramming, Molecular & Cellular Techniques in Medicine, Ultrasonic 
Characterization of Bone Tissues, and Advanced Molecular Simulation & Experimental Biophysical Approaches for Drug Design. 

In addition, the Vietnam-United Kingdom workshop in the BME field which was funded by the Newton Fund Researcher Links of 
British Council, conjointly organized by Prof. Le Hoai Quoc (SHTP), Dr. Le Chi Hieu (University of Greenwich) and Prof. Vo Van 
Toi (BME IU), and coordinated by Dr. Le Quoc Trung (BME-IU). Researchers from 10 UK universities: (1) University of 
Greenwich, (2) Cardiff University, (3) North Umbria University, (4) Sheffield University, (5) University of Hertfordshire, (6) 
Newcastle University, (7) Oxford University, (8) London South Bank University, (9) University of Derby and (10) Aston University, 
and representatives of British Council participated.  The last day of the workshop was devoted to a round-table discussion among 
21 Vietnamese and 12 UK researchers. Other activities included a field trip to visit SHTP and a new medical device manufacturer, 
and social events were also organized to introduce to the international guests Vietnamese culture. The contributed articles were 
published in the "IFMBE Proceedings Series" by Springer, Vol. 63, ISBN: 978-981-10-4360-4, 2017.  Sponsors included: VNU-
HCM, IU, Office of Naval Research Global, US Army International Technology Center – Pacific, Springer, IFMBE, SHTP, 
NAFOSTED, Newton Fund, Korea United Pharm. Inc., Global IMD Center, ESTC and others.  
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This Seventh International Conference in Vietnam on the Development of BME from June 27-29, 2018 promotes the connections 
among research, entrepreneurship and education in BME with the theme “Translational Health Science and Technology for 
Developing Countries”. It serves as a forum for researchers, educators, entrepreneurs, administrators and policy makers to exchange 
intellectual ideas, discuss current problems, propose translational solutions and develop collaborative connections on translational 
research and technologies in healthcare for developing countries. On behalf of the Organizing Committee we would like to welcome 
all participants. Please peruse this book for useful information. The full-text accepted articles are in the included USB. We wish you 
three happy and fruitful conference days. We are looking forward to developing with you in-depth collaborations. 

Editors: 

Vo Van Toi, Le Quoc Trung, Ngo Thanh Hoan and Nguyen Thi Hiep 

and Editing Team: 

Huynh Chan Khon, Pham Thi Thu Hien, Nguyen Le Thanh An, Paul Milgram, Le Thi Anh Tho, Nguyen Phuong Nam, Nguyen 
Thanh Tam, Nguyen Hong Van, Do Minh Thai, Nguyen Hoang Tuan, Nguyen Tu Khanh, Nguyen Le Y, Tu Thi Tuyet Nga, Truong 
Thi My Tien, Nguyen Ngoc Thao Quyen, Tran Thi Kim Ngan  
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Abstract. Hemodynamic parameters play a very important role in supporting 
physicians to diagnose and treat cardiovascular diseases. This paper presents the 
results of the study on designing of noninvasive hemodynamic monitoring 
equipment using impedance cardiography (ICG). This is a measurement method 
that shows many advantages and is interested in the present. The equipment has 
ability of measurement and monitoring hemodynamic parameters include: heart 
rate HR; thoracic fluid content TFC; left ventricular ejection time LVET; stroke 
volume SV; cardiac output CO and ICG waveform. Results of measurement 
between the research equipment BK-NICO and the standard equipment of 
NICCOMO for 104 patients show that the hemodynamic parameters measured 
by the two equipments are quite small difference. Specifically, the average 
deviation of the parameters obtained, HR is 0.16 bpm, TFC is 0.73 1/k, LVET 
is 5.95ms, SV is 0.17ml, CO is 0.01 lpm. With the results of the research, the 
device is fully capable of deploying the application into practice in the hospitals 
to replace the current invasive measurement method. 
Keywords: Noninvasive Hemodynamic Monitor, Impedance Cardiography, 
Stroke Volume, Cardiac Output, Thoracic Fluid Content, Left Ventricular 
Ejection Time. 

1 Introduction 

To assist with the diagnosis and intensive treatment of existing cardiovascular diseases, 
hemodynamic parameters such as heart rate HR; stroke volume SV; total fluid content 
TFC; left ventricular ejection time LVET; cardiac output CO and thoracic impedance 
cardiography waveform play a very important role. Hemodynamic parameters will 
support doctors in classifying the specific cause of a cardiovascular disease, particularly 
those resulting from ischemia, blood pressure disorders or heart attack. The continuous 
measurement and monitoring of hemodynamic parameters will also greatly assist the 
physician in emergency situation or rehabilitation therapy to patients. For example, 
when the patient is suffering from heart failure or low cardiac output symptom, the 
physician will not be able to perform the surgery immediately due to the loss of blood, 
the weakened heart will become weaker [1]. 
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Currently, there are two methods to measure hemodynamic parameters including 
invasive and non-invasive technique. Invasive techniques include: Fick’s method; Dye-
dillution; Thermodillution; and PiCCO. Non-invasive techniques include: Doppler 
ultrasound; magnetic resonance imaging; and impedance cardiography. Invasive 
techniques have a lot of limitations such as causing pain for patients, complicated 
manipulation, high risk of blood loss and infection, inability for continuously 
monitoring, and high-cost expenses. Non-invasive techniques have fundamentally 
overcome these limitations, but the accuracy of their measuring results is low compared 
to invasive class. Ultrasound or magnetic resonance imaging techniques cannot be used 
to continuously monitor hemodynamic indices in addition with high expense. In the 
meanwhile, ICG technique uses the same type of electrodes as ECG technique. Indeed, 
impedance cardiography is a non-invasive, simple, low-cost technique in accompany 
with ability to monitor cardiac output continuously without demanding highly skilled 
examiner [2]. 

ICG technique has been developed based on the principle of blood flow circulating 
in human heart during the operation of the circulatory system. Basically, blood is 
considered as an electrical conductor with a certain resistivity for each person.  When 
the left ventricle pumps, the amount of this blood flows out of the thoracic region to 
other parts of the body. This operation leads to the change in the overall impedance of 
thorax. According to bioelectricity, in order to measure the patient's thoracic 
impedance, the device will inject a constant amplitude current through the thorax and 
obtain the output voltage adhere to Ohm's law: 

U = I.R     (1) 

Thus, by applying constant amplitude current I, the voltage drop across the thorax is 
proportional to the thoracic impedance change. This sensed voltage U is then processed 
in order to obtain impedance cardiography signal ICG. The thoracic impedance is 
divided into two components: (1) fixed impedance component Zo (base impedance) and 
(2) variable impedance component ΔZ. The base impedance Zo consists of the 
impedance of the fatty tissues, muscles, bones, blood stored in the cells... They are 
components that have negligible movements during the blood pumping process of the 
heart. Hence, the impedance of these components can be considered to be invariable. 
The rest of thoracic impedance is variable impedance ΔZ caused by the circulation of 
blood through the thorax – which is represented as variable impedance curve. Hence, 
the overall impedance of thoracic region Z(t) is: 

   Z(t) = Zo - ∆Z                                                (2) 

To calculate hemodynamic parameters, people particularly concern about the rate of 
thoracic impedance change dZ/dt (first derivative of ∆Z signal), which is called 
impedance cardiography ICG. ICG over time is a graph related to the heart’s activity 
events; therefore, it will be foundation for calculating hemodynamic indices, especially 
SV and CO indices [3]. 

Some researchers have proposed several formula for calculating stroke volume SV 
parameter based on the ICG waveform, in which Atzler and Lehman were the first 
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people to propose the theory of the correlation between the change in thoracic 
impedance and the blood volume pumped by the left ventricle during an operating cycle 
of human’s heart. Nyboer developed this theory and introduced a formula for 
calculating the blood volume variation in any parts of the body based on its impedance 
changes as follow [4,5]: 

ZZLV oo  22                                               (3) 

Where, V is changes of the blood volume of the body segment (cm3);  is blood 
resistivity (Ωcm); Lo is distance between receiving electrodes (cm); Zo is base 
impedance of the body segment limited by receiving electrodes (Ω); Z is changes of 
the impedance of the segment limited by receiving electrodes (Ω). This formula (3) is 
generally accepted to calculate V. However, it is unable to specifically calculate stroke 
volume SV value of thorax.  

Kubicek improved the formula (3) to become a formula particular for chest region 
by replacing Z = dZ/dtmaxLVET and V = SV, then:  

LVETdtdZZLSV oo max
22 /                                   (4) 

Where, SV is stroke volume (ml per beat); dZ/dtmax is the maximum of the first 
derivative of the impedance signal (Ω/s); LVET is left ventricular ejection time (s). 
Kubicek formula was used to be generally accepted to calculate SV value.   
 Sramek proposed another method of calculating stroke volume using 3 
components: volume of electrically participating tissues (VEPT which is a function of 
patient’s gender, height and weight), ventricular ejection time (VET), which hasthe 
similar meaning as LVET or ET in Kubicek formula and the ejection phase contractility 
index (EPCI), which is a product of maximal amplitude of the dZ/dt signal dZ/dtmax and 
TFC (which is Zo

-1). His idea was to show in the formula that SV is directly proportional 
to the physical size of a patient (i.e., to VEPT body habitus scaling constant), directly 
proportional to duration of delivery of blood into the aorta (i.e., to VET), and (SV is 
directly proportional to the peak aortic blood flow (i.e., to EPCI). This lead to the 
formula:    

SV = VEPT.VET.ECPI                                    (5) 

When substituting the above symbols by the expression used in the Kubicek formula it 
gives: 

LVETdtdZ
Z
HSV

o
max

3

/
25.4

)17.0(
                           (6)  

Where, H is the height of the patient in (cm). In comparison with Kubicek formula, 
distance between receiving electrodes is replaced by 0.17H. However, the Sramek 
formula is not used frequently because it presents greater error and less flexibility than 
Kubicek formula. 

Sramek – Bernstein also proposed another formula to calculate SV as follow: 
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LVETdtdZ
Z
HSV

o
max

3

/
25.4

)17.0(
                         (7) 

Where,  = IBW/ABW, is a correction factor relating ideal weight (IBW) and actual 
weight (ABW) of the patient. For male, IBW = 50(kg) + 2.3[H/2.54(cm) - 60]; for 
female, IBW = 45.5(kg) + 2.3[H/2.54(cm) - 60]. Currently, Sramek - Bernstein's 
formula (7) is being evaluated as the most accurate formula in calculating the SV value. 

2 Design of equipment 

2.1 Design hardware 

Based on the measuring principle, the block diagram of the device’s hardware was 
designed as the figure 1. Accordingly, the diagram consists of two main blocks as 
follows: (1) Analog signal processing unit includes: 4mA/ 100kHz constant amplitude 
current source circuit, amplifier circuit, 80kHz-120kHz band pass filter, squared circuit, 
350Hz low-pass filter, 2nd order arithmetic circuit (demodulator). The signal is then 
split into two branches for processing. Put into 0.15 Hz high-pass filter circuit, amplifier 
circuit, and 1V substractor circuit to extract Z signal. Put into 0.2 Hz low-pass filter, 
16/5 voltage divider to extract Zo signal, which is used to calculate the base impedance 

Zo. (2) Digital signal processing unit consists of: ADC circuit, central processing circuit 
to calculate the hemodynamic parameters and display results. 

Pre-Amplifier

BPF
80kHz-120kHz

Squared Circuit

LPF
350Hz

2nd Order 
Arithmetic 

Circuit
LPF

0.2Hz

HPF
0.15Hz

Amplifier Substractor  
1V

Voltage 
Divider 16/5

ADC
Central 

Processing 
Circuit

Constant Current Source
4mA/100kHz

Isolated Source

Zo

Z

 
Fig.1. Block diagram of device’s hardware design 

As described above, two critical signals received from analog signal processing unit are 
Z and Zo, after digitalizing will be fed on the digital signal processing unit to calculate 
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the parameters. The following section will discuss these algorithms. The Z signal, 
after digitalizing, will be differential (dZ/dt) to evaluate the rate of change of the thorax 
impedance, which is called the ICG signal. The ICG signal has the shape shown in 
figure 2 in accompany with some important points used to calculate the hemodynamic 
parameters [6,7]. 

 
Fig.2. ICG signal and characteristic points 

Point B: This point corresponds to the aortic valve opening. This is the starting point 
for the upward curve of the ICG signal before the value dZ/dtmax. B point can be defined 
as the zero crossing of ICG signal. Determination of B point is very important in 
calculating SV, LVET and CO parameters. 

Point C: This point is the maximum point of ICG signal each cycle representing the 
fastest rate of change in thoracic impedance. The value dZ/dtmax is the amplitude from 
point B to point C. 

Point X: This point corresponds to the closure of the aortic valve. Thus, left 
ventricular ejection LVET is the time interval from the occurrence of point B to the 
occurrence of point X. 

Point O: This point is associated with changing of the volume during the diastolic 
phase of the cycle and opening snap of the mitral valve. The high value of the O wave 
(similar to E) might be the symptom of the bicuspid valve malfunction or the heart 
inefficiency during heart acute ischemia. 

2.2 Build software 

Develop algorithm to determine C point 
During a cycle of ICG signal, point C is the peak with the greatest amplitude, 
representing the maximum change in thoracic impedance. The most common way to 
find this point is being used is the thresholding method. To find the peak C, an initial 
threshold should be initialized based on the first two cycles of the signal. Selecting two 
signal cycles with a sampling frequency of 1.000 samples/sec ensures that at least one 
point C is present even in low heart rate situation. The first highest amplitude point is 
taken as the initial threshold. Then the two new thresholds are set as high threshold TH 
and low threshold TL with amplitude of 70 % and 50 % the one of initial threshold 
respectively. Two threshold are set up to warrant no missing in finding C points occur 
in case of base-line drift in ICG signal. After two first cycles of signal, the elements of 
signal data array are compared with the thresholds to find the C point. The point with 
amplitude higher than TH is marked as C point, and then new thresholds are updated. 
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In case of absence of exceeding point, the algorithm will reverse to check whether there 
are any points exceeding TL. If this point exists, it will be considered as a C point, then 
new thresholds are updated [8,9]. 

Develop algorithm to determine B point 
Locating point C in one cycle is the reference for finding B point in ICG signal. This 
point corresponds to the opening of the aortic valve, or the beginning of blood ejection 
by the left ventricle. It is the beginning of the ascending phase of ICG trace before 
dZ/dtmax value. Hence, B point can be defined as the local minimum just before the C 
point. The algorithm to detect B points can be divided into 2 steps. Step 1: Detect all 
local minimums in 2 cycles of signal (2.000 samples). Step 2: Locate the C point as the 
reference to determine the position of B point, which is the local minimum just before 
point C. In step 1, we use the first order derivative to locate all local minimums. Assume 
that the function y = f (x) has derivative on the domain D, xo is the local minimal point 
if f’(xo) = 0 and the sign of f’(x) changes from negative to positive when it across xo. In 
step 2, after finding the point C, compare positions of local minimums with the C point 
in a signal segment, the local minimal point just before the C point is defined B point 
[10,11]. 

Develop algorithm to determine X point 
Point X is defined as a lowest point of ICG signal on the right of point C in a cardiac 
cycle corresponding to the closing of the aortic valve. The point X is located within the 
interval of 1/3 of signal cycle for low heart rate case and 1/2 of signal cycle for high 
heart rate case with taking C point as the start of signal cycle. After determining C point 
as marker and signal segment containing X point, the algorithm performs comparisons 
to find the smallest amplitude point in that segment to identify the X point [12]. 

Calculate hemodynamic parameters 
After determining the characteristic points B, C, X of the ICG signal according to the 
algorithms presented above, the hemodynamic parameters are calculated as follows: 
dZ/dtmax: This is the amplitude of the peak C with point B. Left ventricular ejection: 
LVET = time interval between 2 adjacent points B and X. Heart rate: HR = 60/TC-C with 
TC-C isthe time interval between two consecutive C points. Base impedance Zo. Total 
fluid content TFC = 1/Zo. Stroke volume SV is calculated by formula (6). Cardiac 
output: CO = SV.HR. 
 

3 Testing and evaluation 

3.1 Designing results 

The device was designed according to schematic diagram and algorithms presented 
above. Hardware designing, software developing, and the complete device are 
illustrated as bellow: 
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Fig.3. Completely designed equipment BK-NICO 

3.2 Testing and evaluating results 

Testing objectives 
Measurement results of hemodynamic parameters obtained by designed BK-NICO 
device was assessed by using a standard equipment of NICCOMO. This is a device that 
has been licensed for use in Europe and USA. The method of evaluation is to compare 
the measurement results of parameters from two equipments simultaneously on the 
same patient. 

Testing results 
Designed equipment was commissioned for evaluating the operation in 02 health 
facilities for 104 patients as illustrated in Figure 4. 

 
Fig.4. Experiment at hospitals 

Simultaneous measurement results from two equipments of the most important 
hemodynamic indices including heart rate HR, total fluid content TFC, left ventricular 
ejection time LVET, stroke volume SV, and cardiac output CO are illustrated as bellow:  
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Fig.5. Results of HR measurement on 2 devices for 104 patients 

 
Fig.6. Results of TFC measurement on 2 devices for 104 patients 

 
Fig.7. Results of LVET measurement on 2 devices for 104 patients 
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Fig.8. Results of SV measurement on 2 devices for 104 patients 

 
Fig.9. Results of CO measurement on 2 devices for 104 patients 

Accordingly, the hemodynamic parameters measured on the two devices are highly 
correlated with small deviations between them. Specifically for HR, the mean deviation 
between the two devices was 0.16bpm, equivalent to 0.24%, with a mean squared error 
of 2.34bpm. For TFC, the average deviation between the two devices is 0.73 1/k, 
equivalent to 2.5%, the mean squared error is 2.59 1/k. For LVET, the average 
deviation between the two devices is 5.95ms, or 2.69%, the squared error is 22.29ms. 
For SV, the average deviation between the two devices is 0.17ml, equivalent to 0.24%, 
the mean squared error is 2.56ml. CO, the average deviation between the two devices 
is 0.01 liters per minute, equivalent to 0.04%, the mean squared error is 0.21 liters per 
minute. In addition, the recorded signals included ICG signal, signal Z and ECG signal 
are accurate, clear and stable. 

4 Conclusions 

According to the above results, the equipment has achieved the same accuracy and 
stability as the standard equipment of NICCOMO. However, in some cases, there is a 
significant difference between the two measurement results of the two devices. Causes 
of these major deviations are determined as: Some patients have abnormal spasms in 
the chest muscles due to the use of artificial respiration equipment. This contraction 
causes the body to vibrate, affecting the impedance of the thorax and the connection of 
electrodes. These vibrations have resulted in great errors in measured hemodynamic 
parameters. In some cases, the patient must be accompanied by other supporting devices 
(ventilator, drainage tube, monitor…). This overlaps the standard positions for ICG 
electrodes placement. We have no choice but place electrodes at other locations nearest 
to the standard one. However, this has also caused great errors in the measured results. 
In other cases, patients were taken medications or certain fluids into the blood. This 
will change the blood resistivity contributing errors in the measurement of the cardiac 
output. We are continuing the study to eliminate these effects on the results of the 
measurements. 
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Abstract. Our concept of “Less invasive treatment” is for both patient and 
medical staffs. We have invented three dimensional real-time MR image guided 
endoscopic surgical system using microwave devices which does not emit X-ray. 
This study aims to establish a less invasive operation system mentioned above. 
Developed Materials are as follows: (1) software for driving system, imaging of 
3T MR scanner and integration of them. (2) MR compatible endoscope with 
position-direction sensor. (3) microwave energy devices for flexible endoscope. 
(4) new bending mechanism for catheter and guidewire. For (1) and (2), MR 
compatible flexible endoscope was invented which could be applied to the 
operation under 3T MR scanner. Its position and direction of tip is able to be 
timely reflected on the MR image. For (3), microwave energy was selected by 
the reason why this frequency band does not interfere with MR imaging. 
Microwave devices were developed not only MR compatible forceps for 
endoscope but also devices for open surgery. Open surgery microwave devices, 
“Acrosurg”, are already commercialized in Japan. For (4), new bending 
mechanism for catheter has been invented. The prototype catheter 0.58 mm in 
diameter could be bent with this mechanism. This mechanism is applied to 
endoscopic forceps, catheter for vessels and intestine. We evaluated the system 
integrated with developed technologies (1) – (3) using 5 mini pigs under general 
anesthesia. Laparoscopic liver ablation was performed with 3D real-time MR 
image guided. Now, we succeeded in a laparoscopic ablation of virtual liver 
cancer with microwave needle under this system. 
Keywords: Microwave, Laparoscopic Surgery, Flexible Endoscope, MR 
Image, MR Compatible. 

1 Introduction 

The greatest innovation of surgical field in 20th century is thought the invention of 
endoscopic surgical system [1]. We had performed percutaneous needle ablation of 
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liver cancer guided with real-time MR image at early 21st century. This therapy was 
applied firstly in the world using the double donuts type MR scanner [2]. 300 cases of 
liver cancer using microwave ablation were treated. Five years survival rate was 20% 
higher than those of other institutes [3]. According to this result, information of inner 
structure, real-time monitoring and 3-dimentional image were noticed to be the essential 
technologies for the safe, precise and appropriate surgery. MR scanner does not emit 
X-ray exposure, that guarantees safety of both patient and medical staffs. Consequently, 
three dimensional real-time MR image guided system is able to realize our concept of 
“Less invasiveness“ as a new operation system with above conditions [4]. 
So we have started to development MR image guided endoscopic surgical system since 
2000.  This system composes of a system driving software as a brain (1), 3-dimentional 
real-time MR image monitor as an eye, newly invented bending mechanism (4) and MR 
compatible endoscopy as an arm (2), and microwave energy-based surgical device as a 
hand (3). We have invented all of (1)-(4) for new system and each invention has been 
developed respectively. In this paper, I would like to overview our inventions relating 
new operation system. 

2 Materials and Methods 

2.1 Software for system driving, imaging of 3T MR scanner and integration of 
them 

MR scanner is 3T wide bore (Verio 3T MRI: Siemens Germany). Software for 
integration of images in workstation connects with driving software of MR scanner, 
visual information from endoscopy and information of location sensor installed in an 
endoscope, and for integration those information. Initially, modified 3D Slicer has been 
adapted. Nowadays our own software has been installed. MR image scanning speed is 
0.21 sec. It actually is real-time monitoring as a movie. Those image information are 
re-constructed as 3D image with position and direction of endoscope tip. Operator is 
able to observe all images with a large monitoring panel in the MR scanner room during 
operation. 
 

2.2 MR compatible endoscope with location sensor  

This endoscope connected with fiber cable can be applied under strong magnetic field 
and is inserted in the inflamed abdominal cavity via port site. The length of endoscope 
is 120 cm is sufficient for the 120 cm length of MR scanner bore. Endoscope has the 
position and direction sensor [5] at the tip, 4 working channels, light guide and water 
nozzle. Operation are performed with microwave based forceps via flexible endoscope. 
Endoscopic image is the same level as high-vision using CMOS image sensor 700x700 
pixels.  
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2.3 Microwave energy devices for flexible endoscopic surgery  

Microwave does not interfere with the frequency of MR image, and emits less smoke 
and no mist, and shows strong hemostasis power. Needle type and forceps type were 
developed for the operation under MR image. Animal study for total system evaluation 
was performed with the needle type device. On the other hand, microwave devices have 
been developed for ordinary operation, and devices for open surgery have been sold by 
Nikkiso Ltd as Acrosurg since summer of 2017. Microwave devices will be presented 
two other papers. 
 
2.4 New bending mechanism for catheter and guidewire  

Bending mechanism of long channel has depended on wire traction or gear. Dr. Yamada 
has invented new mechanism [6] which a doubled up tape is inserted in the cannula. 
When tape was slipped each other, cannula bent. This mechanism realized to double up 
the thinnest catheter 0.58 mm in diameter in the world. Application of this mechanism 
should be extended to the guide wire and robot hand.   
 
2.5 Animal study  

Five mini pigs, weight is 42-58 Kg. They were intubated under general anesthesia. Port 
site was made on the center of abdomen. After pig was put in the MR bore, MR 
compatible flexible endoscope was inserted into the abdominal cavity via port site. 
Control MR image was scanned before ablation. We have studied animal examination 
at 5 times until now. Finally, all ablation manipulations under MR image guided system 
were synthetically performed in a series.   

3 Results 

In the ultimate studies, liver ablation using microwave needle type forceps was 
succeeded under real-time MR image.  
(1) Motion of endoscope could be traced in real-time 3D MR image. Ablation process 
could be monitored by endoscopy. Ablation area were within 2cm in diameter, and this 
area could be detected by MR movie image. 
(2) MR compatible endoscope did not show artifact in MR image during activation. The 
tissue change of liver surface due to ablation could be inspected. The position and 
direction of endoscope was real timely linked with MR image.  
(3) Microwave device and ablation with this device did not show noise or artifact in the 
MR monitoring image, and ablated liver sufficiently. 
(4) The prototype of thin bending catheter and needle were achieved [6]. Ultimately, 
this bending mechanism might contribute to realize bending at all direction and change 
of bending site in the thin catheter or soft tube. 
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4 Discussion 

Laparoscopic surgical system has been a representative technology of less invasive 
surgery [1], but cannot supply visual information of inner body structure and its 3D 
image. Robotic surgery is also the same. We have developed 3D real-time MR image 
guided operation system which is correspondent to our concept, “less invasive medical 
treatment”. Four representative technologies composed of this system were also 
invented ( (1)-(4) ).  This prototype system was evaluated by animal model. Actually, 
endoscopic ablation process could be monitored with endoscopic view and 3D MR 
image without X-ray exposure. Safe and accuracy of operation are secured with 3D 
image and real-time monitor. And visualization of tissue ablation change realizes 
appropriate surgery. Microwave devices well coagulated without MR image interfere. 
Development of microwave devices should bring more surgical strategies under this 
system [7]. New bending mechanism also brings advanced interventional medical 
treatments. Now, operation using MR scanner is required long flexible endoscope. But 
in future, this system might evolve to the new robotic surgery which can monitor not 
only surface image but also an inner vision. 
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Abstract. The aim of this study was to develop steerable needle variations based 
on a simple loop shaped steering mechanism and assess steering performances 
using a tissue mimicking phantom. Two steerable needle types were developed 
based on the proposed loop shaped flexible mechanism, called Active Sheath. 
Each needle consisted of a loop shaped stylet with a conical tip made of 
superelastic metal alloy Beta-titanium inserted into a fluororesin flexible cannula 
of a percutaneous transhepatic cholangiodrainage (PTCD) tube with 1.3 mm 
outer diameter. Push and pull inputs applied to one of the proximal stylet ends 
can bend the needle right or left. Stylet (A) was homogeneous whereas stylet (B) 
was thinned around the tip. A robotic steerable system was developed to ensure 
accurate and precise inputs. The designs were implemented in agar phantom 
using two input patterns: (1) push and (2) push and pull sequentially. Needle paths 
with input pattern (1) could be curved depending on input magnitude from 0–0.5 
mm at 0.1 mm intervals. Lateral distance for stylet (B) curved path with 0.4 mm 
input was 35.9 mm from the standard straight path and 16.9 % longer than that 
for stylet (A). Compared with stainless steel and flexible bevel tip needles, stylet 
(B) distances were 3.1 times longer and 8.5% shorter, respectively. The proposed 
steerable needles could follow S shaped paths using input (2), and stylet (B) 
lateral distances were 1.9 times those for stylet (A). Thus, the proposed needles 
will enable physicians to plan curved paths and extend the target range depending 
on path shape flexibility. 
Keywords: Steerable Needles, Loop Shaped Mechanisms, Flexible Mechanisms. 
 

1 Introduction 

Medical needles enable minimally invasive procedures to reach target lesions through 
a few skin entry points with small diameters, reducing patient trauma. Several steerable 
needles and procedures have been developed in medical engineering and robotic fields 
to avoid deviation from the desired trajectory during needle insertion and/or follow 
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curved paths to avoid organs and tissues sensitive to injury. These steering mechanisms 
can be classified into passive and active. Passive mechanisms include a flexible needle 
with a bevel tip made of a superelastic material [1], flexible bevel-tip needles with a 
flexure joint [2], or a sliding thin part [3] to effectively deflect reaction forces. 
Programmable bevel tips [4,5] and combinations of concentric bevel tips [6] to 
modulate bevel tip angles during insertion are also considered passive mechanisms. 
Generally, bent-tip needles create largest bending curvature paths [7]. However, passive 
mechanisms require needle-tissue interaction to control needle path curvature.  

In contrast, active mechanisms do not require needle-tissue interaction, and hence 
can create curved paths adaptively during needle insertion even in inhomogeneous 
tissues. Active mechanisms include pre-curved stylets [8], multiple pre-curved 
concentric tubes [9,10], and tendon-driven cannulas [11–13]. Active needles with 
articulated joints [14], i.e., tendon-driven mechanisms comprising cables, cannula with 
grooves to align the cables, and a ball joint connected by the cables at the distal end of 
the stylet, provide adaptive bent-tip needles. However, mechanical robustness is 
inferior to passive mechanisms due to the small mechanical components and their 
complicated integration. The authors of this current study previously proposed a loop 
shaped flexible mechanism called Active Sheath [15–17] to bend a flexible tube from 
the inside and applied the proposed mechanism to develop an active steerable needle 
comprising a flexible loop shaped stylet with homogeneous cross section and flexible 
cannula (Fig. 1) [16,17]. 

The objective of this paper was to design an alternative active bent-tip needle based 
on Active Sheath by introducing a flexible loop shaped stylet with inhomogeneous cross 
section and develop a steerable needle prototype. Needle prototype steering 
performances in a tissue mimicking phantom were assessed using a robotic steering 
manipulator. The technical contribution of the proposed mechanism confirms tip-
bendable needle fabrication without mechanical complexity or articulated joint that 
provides a potential viable solution for surgical use. 

 

 
Fig. 1. Proposed steerable needle based on Active Sheath mechanism. 



17 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

2 Materials and Methods 

2.1 Needle Prototypes Using Active Sheath Mechanism 

Two steerable needle types were developed using Active Sheath [17], as shown in Fig. 
2. Each steerable needle consisted of a flexible cannula and a loop shaped flexible stylet. 
The stylet comprised two flexible columns connected at their distal ends, with a conical 
tip. Column proximal ends were connected with a pair of rigid segments to allow 
manually manipulating the loop shaped stylet. The needle can be assembled by simply 
inserting the loop-shaped stylet into the flexible cannula without fixing or connecting 
the stylet to the cannula. The loop shaped stylet acts as a flexible backbone [17] to 
enhance shape stability and a drive mechanism to transmit displacement motions to the 
distal end as bending force. The pair of rigid segments provides two-degrees-of-
freedom (DOF) motion patterns to bend the cannula from the inside, in other words, 
translational and rotational motions. Along one DOF, bending motion occurs on a plane 
by pushing or pulling each rigid segment. Along the other DOF, rotational motion 
occurs around the axial direction of the cannula by rotating the two rigid segments 
together, which can change the bending plane of the cannula. 

The flexible cannula was composed of the fluororesin tube part of a percutaneous 
transhepatic cholangiodrainage (PTCD) needle kit (PN 20G, Medikit Co., Ltd., Tokyo, 
Japan). Cannula outer and inner diameters were 1.3 and 0.94 mm, respectively. The 
loop shaped stylet was composed of beta-titanium alloy (JIS80 Ti-22V-4AL, Daido 
Steel Co., Ltd., Aichi, Japan) with Young’s modulus = 85 GPa; fabricated by cutting a 
beta-titanium wire with 0.1 mm wide electric discharge machining except around the 
distal end. Rigid segments were composed of pure titanium alloy. Stylet outer diameter 
= 0.9 mm, length = 208 mm, and conical tip angle = 55°. Stylet (A) type had columns 
with homogeneous thickness = 0.37 mm, whereas stylet (B) had columns with the same 
thickness but thinner parts (0.225 mm) around the distal ends of each column (5.0 mm 
long), providing a virtual articulated rotational joint. 
 

 
Fig. 2. Proposed needle prototypes with two tip designs. 
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2.2 Steering Manipulator 

We used a previously developed robotic steering manipulator [17] to push and pull the 
distal end of the loop shaped stylet, hence precisely and accurately bending and pushing 
the needle prototype. The manipulator components are described elsewhere [17], and it 
provided push and pull motions to the left rigid segment of the loop shaped stylet. 
 
2.3 Tissue-Mimicking Phantom 

A tissue mimicking phantom was created using 2% agar (010-15815 agar powder, 
Wako Pure Chemical Industries, Ltd., Osaka, Japan) in an acrylic box (175×318×173 
mm (width×depth×height)). The acrylic box had 2 mm diameter holes at 10 mm 
intervals on one side panel for needle insertion. 

2.4 Comparative Needles 

We compared steering performance for the two proposed Active Sheath type needles 
with a flexible needle with bevel tip (C) and a conventional stainless-steel needle with 
bevel tip (D). Needle (C) was composed of beta-titanium alloy with 30° bevel tip, 0.90 
mm outer diameter and 200 mm long. Needle (D) was the conventional needle 
component of the usual PTCD kit, with 20° bevel tip, 0.91 mm outer diameter, and 200 
mm long. Both needles were inserted into the same flexible cannula used for the 
prototype needles for needle insertions to ensure trial geometrical conditions were as 
fair as possible. 
 
2.5 Steering Performance 

The steering performances were assessed from the path shapes in the agar phantom, 
using feature points labeled on the flexible cannula (black dots at 10 mm intervals). 
Path shapes were recorded using a 3.3-megapixel camera (HDR-CX 130, Sony 
Corporation of America, Inc., NY, USA). The robotic manipulator for the steerable 
needle prototypes and the agar phantom box were connected to separate lab jacks (LJA-
16223, OptoSigma Co., Ltd., CA, USA) to adjust their relative heights and locations. 
The manipulator was 100 mm from the phantom box, i.e., the needles needed to be 
pushed 42 mm to encounter the agar phantom through the holes on the side panel. 

We employed two input protocols.  
1.     Needle insertions were performed applying one input. The needle was pushed 

100 mm without the input and stopped. Then pushing input was applied at this 
position, chosen sequentially from 0.0 to 0.5 mm at 0.1 mm intervals for each trial. 
Finally, the needle was pushed a further 100 mm under the applied input. All 4 
needles were inserted the same total distance. Each needle insertion was repeated 
five times for each input. 

2.     Needle insertions were performed applying two inputs. The needle was pushed 
100 mm with 0.5 mm pulling input and stopped. Then, 1.0 mm pushing input was 
applied at this position. Finally, the needle was pushed further 100 mm under the 
applied input. Two comparative needles were pushed 100 mm, respectively. Then, 
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these needles were rotated 180° around their long axes to change bevel tip 
directions and pushed 100 mm. Each needle insertion was repeated five times.  

After each full needle insertion, the cannula dot positions were recorded and plotted on 
an XY plane. 

3 Results and Discussion 

Figure 3 shows needle paths obtained using protocol (1). The needle paths curved 
depending on the pulling input magnitude. Lateral distance for prototype (B) with 0.4 
mm input = 35.9 mm from the standard straight path, 16.9 % and 310% larger, and 
8.5% smaller than for prototype (A), and needles (D) and (C), respectively. Figure 4 
shows needle paths obtained using protocol (2). Prototypes (A) and (B) followed S 
shaped paths, with prototype (B) lateral distance 190% larger than prototype (A). 

The prototype steerable needle (B) using the loop shaped stylet with inhomogeneous 
cross sections succeeded in bending the needle better than the needle (A). This result 
implied that the thin part of the loop shaped stylet functioned as a bent-tip needle with 
an acute angle by applying the input. This result showed that the steerable needle based 
on Active Sheath would be a potential solution to realize active bent-tip needles with 
simple structures, which can create curved needle paths adaptively during needle 
insertions. 
 

 
Fig. 3. Protocol 1 needle insertion paths for (a) prototype (A), comparative needles (C) and (D), 
and (b) prototype (B). 

4 Conclusion 

This study aimed to develop steerable needles based on Active Sheath, a flexible loop 
shaped steering mechanism. Experimental results verified that the proposed needles 
could enable physicians to plan curved paths and extend the targeting range depending 
on planned path shape flexibility. In the assessment study using the input protocol 2, 
the bending directions were switched in a fixed bending plane. However, when rotating 
the bending plane by rotating the stylet, the ideal needle paths require the rotational 
accuracy. The assessment of the rotational accuracy is a potential future work direction. 
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Fig. 4. Protocol 2 (a) experimental setup and (b) needle insertion paths. Left figures show 
prototype (A) and right figures show prototype (B). 
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Abstract. This study aims to develop a magnetic resonance (MR)-compatible 
flexible endoscope for minimally invasive real-time MR image-guided 
microwave ablation as proposed by the author with a widely available 3-Tesla 
close-bore MR scanner and to assess the feasibility of including a position 
tracking sensor. A unique MR-compatible high-definition (HD) endoscope was 
developed to access a target organ from outside the scanner bore by obtaining 
endoscope optical camera and scan images simultaneously. The camera unit 
consists of a CMOS image sensor with 400 × 400 pixels. The camera head and 
the lens barrel are made of phosphor bronze and a Pebax elastomer sheath with a 
2.1 mm diameter shielded by tin-plated copper wires. The image resolution was 
up-converted to 700 × 700 pixels using a high-resolution image processing 
technique. The endoscope had two working channels (2.0 mm in each outer 
diameter) and two sensor ports (2.5 mm in each outer diameter). One port had a 
gradient-magnetic-based tracking sensor to identify the tip position and 
orientation; the outer diameter and length of the endoscope were 11 mm and 
1,200 mm. A pig was scanned as a pre-procedural MR image and the result was 
used as navigation images to assess the endoscope’s feasibility. The camera 
image quality was sufficient to identify organs without critical noise during 
scanning, and its resolution was 295 times that of the conventional MR-
compatible fiber endoscope we developed. The refresh rates of the sensor 
position and orientation were < 0.5 s, which includes data transmission from the 
scanner to the navigation software. The verification study showed that the 
proposed MR-compatible endoscope has the potential to enable a surgeon to 
access target organs from the outside bore while simultaneously obtaining optical 
and scanned images. 
Keywords: Magnetic Resonance Compatibility, Flexible Endoscope, Navigation 
System. 
 

1 Introduction 

Needle-based treatments such as cryotherapy, radiofrequency, and microwave ablation 
are widely performed as minimally invasive procedures. These ablations require pre-



23 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

procedural and intra-procedural images to plan the ideal needle paths to targets and 
monitor needle artifacts for targeting because, in practice, targets may reside deep 
within patients’ bodies and be adjacent to organs and tissues that are sensitive to injury. 
Intra-operative magnetic resonance imaging (MRI) is helpful for delineating soft tissue 
structures with needle artifacts and can be further enhanced in open-configuration MRI 
scanners because physicians can access the patient on the scanner bed during imaging. 
A real-time MR image-guided navigation system dedicated for needle insertions with a 
vertical open-configuration MRI scanner (Signa SP2, GE Healthcare, Waukesha, WI, 
USA) was developed to allow physicians to review two perpendicular MR images that 
are updated continuously and always display vertical cross-sections of a needle during 
needle insertion. These intra-procedural real-time MR images could be obtained by 
controlling the scan planes during scanning based on the orientation of a unique passive 
needle locator [1][2] that guides the needle. This navigation system was applied in real-
time MR image-guided microwave needle-ablations of liver tumors [1]-[4] that were 
performed successfully in the hospitals to which the authors belong between 2000–2016 
for more than 300 clinical cases, including thoracoscopy-assisted coagulations [5][6] 
and laparoscopy-assisted coagulations [7]. 

Although the success of the clinical studies is encouraging, applying the developed 
image-guided system to widely available closed-bore MRI scanners was challenging 
because inside the closed-bore scanner, inserting needles manually into a liver 
obviously requires a shorter and wider scanner bore or long assistive devices to access 
the patient from outside the bore. This clinical challenge motivated us to develop an 
MR-compatible high-definition (HD) flexible endoscope and a dedicated viewer system 
for the endoscope as a potential solution. The developed system’s feasibility was 
assessed in an animal study. The contribution of this study was to show a potential of 
microwave needle ablations for a patient abdomen in an MRI bore by using an MR-
compatible HD flexible endoscope [8] and a flexible microwave probe, and MR-
compatible in-room monitor.     

2 Materials and Methods 

This section provides the proposed MR-compatible flexible endoscope and the viewer 
system to allow physicians to review endoscope camera images in a magnet room. The 
viewer system consists of a wide closed-bore 3-Tesla (T) MRI scanner (MAGNETOM 
Verio dot 3T, Siemens Healthcare GmbH, Erlangen, Germany), an MR-compatible 
flexible endoscope, MR-compatible in-room monitors, a flexible microwave probe, a 
gradient-magnetic-field-based tracking system (EndoScout II, RobinMedical Inc., 
Baltimore, MD, USA) with a catheter-type sensor, and a navigation console running 
custom-made navigation software. The magnet room of the scanner has radiofrequency 
(RF)-filtered penetration panels (Riken Electromagnetic Compatibility Inc., Fukuoka, 
Japan) with waveguides of length 250 mm and inner and outer diameters respectively 
of 57.2 and 60.5 mm to provide power for the in-room monitors and signal 
communication between the magnet room and operation room. 

 



24 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

2.1 MR-Compatible Flexible Endoscope 

The MR-compatible HD flexible endoscope was originally developed for use inside the 
scanner bore during scanning or outside the bore before and after scanning [8] (Fig. 1). 
The endoscope employed an MR-compatible housing the outer diameter and length of 
which were 11.0 mm and 1,200 mm, respectively. The distal end of the endoscope could 
be bent controllably up to 100° in four directions using a conventional tendon-driven 
mechanism. The endoscope has two working channels (2.0 mm in each inner diameter) 
and two sensor ports (2.5 mm in each inner diameter). A light guide was wired through 
the center of the endoscope’s vertical section and this was connected to an optical 
source (RX-3300, Machida Endoscope Co., Ltd., Chiba, Japan). One sensor port 
included an installed camera unit that consisted of an analog complementary metal 
oxide semiconductor (CMOS) image sensor with 400 × 400 pixel resolution, a camera 
head and lens barrel made of phosphor bronze, and a Pebax elastomer sheath of 
diameter 2.1 mm shielded by tin-plated soft copper wires. The image resolution was 
up-converted to 700 × 700 pixels using super high-resolution image processing. The 
catheter-type tracking sensor was installed in the other sensor port [9][10], the outer 
diameter of which was approximately 2.1 mm. The tracking sensor could work during 
scanning by using a specific pulse sequence that includes excitation pulses dedicated 
for the sensor.  
 

 
 

Fig. 2. MR-compatible high-definition (HD) flexible endoscope prototype. 

2.2 MR-Compatible In-Room Monitors 

MR-compatible in-room monitors (Prototype, Takashima Prototype Engineering, 
Tokyo, Japan) were developed that consist of two liquid-crystal flat-panel displays 
arranged vertically and attached to an aluminum trolley with two imaging-signal-
converter boxes. This dual display system uses two commercially available 32-inch 
light-emitting diode (LED) color television systems (32LB6500, LG Electronics Inc., 
Seoul, Korea) to display navigation images including the endoscope camera image, a 
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pre-procedural MR image set, and a tracker model to represent the catheter sensor 
location from a bird’s-eye view. The MR compatibility of the dual displays was 
developed by replacing the original bezel and frames with custom aluminum bezel and 
frames that are placed close to the MRI scanner in the magnet room. Each imaging-
signal-converter box has an HDMI-cable output port to connect to one of the displays 
and an optical-fiber-cable input port to transmit navigation images. The optical fiber 
cable inserted into the input port was connected to another signal converter placed in 
the control room to relay navigation images from the endoscope console workstation 
through the waveguide. A power supply for the in-room monitors was placed in the 
control room and connected through the penetration panel. 
 
2.3 Flexible Microwave Probe 

The flexible microwave probe prototype was originally based on a coaxial cable 
structure to ablate targets through an MR-compatible flexible endoscope. The outer 
diameter and length are respectively 1.7 mm and 1820 mm, and the length of the probe 
tip—which is the hard part—was 20 mm. The probe prototype was installed into one 
of the endoscope’s working channels. The distal end of the probe prototype was placed 
outside of the magnet room through the RF-filtered penetration panel and connected to 
a microwave generator (Microtaze HSD-20M, Alfresa Pharma Corp., Osaka, Japan) 
that operated at 2.45 GHz.  
  
2.4 Navigation Software Configuration 

Navigation software was developed based on 3D Slicer; free open-source medical 
imaging software (3D Slicer release 4.4.0, SVN revision #23971) [11]–[13]. It consists 
of a module of a 3D Slicer termed “EndoscopeConsole,” which uses a free open-source 
computer vision library (OpenCV 2.4.8, Intel Corporation, Santa Clara, CA, USA) with 
FFmpeg library to continually process the captured camera images. The navigation 
software was executed on the navigation console (Mac Pro, 3 GHz 8-core Intel Xeon 
E5 processor, 64 GB 1866 MHz DDR3 ECC RAM, AMD FirePro D700 6144 MB, 
Apple Inc., Cupertino, CA, USA) with a signal converter (DVI2USB 3.0, Epiphan 
Systems, Ottawa, Canada) to capture the camera image. The signal converter was 
connected to a camera control box that was dedicated for the endoscope camera unit by 
an HDMI cable that runs through the penetration panel. The navigation user interface 
(UI) was displayed on the MR-compatible in-room monitors to allow physicians to 
observe the magnet room.  

The user interface was displayed on the in-room monitors as shown in Fig. 2. For 
the top monitor, the user interface displayed the endoscope camera image (A) and a 
bird’s-eye view (B) including a volume rendering model which was reconstructed from 
the pre-procedural image set, an endoscope model that represents the distal end location 
of the endoscope. In the bottom monitor, the user interface displayed three 
perpendicular planes (C), (D), (E) and another bird’s-eye view (F). The reconstructed 
plane in the pane (F) represents the pre-procedural MR image plane shown in (D) which 
was reconstructed following the endoscope tip orientation. In the pane (F), the 
reconstructed MR image plane (D) enables surgeon to understand the endoscope 
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orientation and where the image plane (D) located in the animal abdomen. Both panes 
(B) and (F) indicate bird’s eye views but viewpoints are different from each other. 
Furthermore, only the pane (F) has the reconstructed MR image plane. Therefore, the 
pane (B) is used for identifying the endoscope location and surrounded tissues and 
organs by the volume rendering model. The pane (F) is used to identify where the pane 
(C), (D), and (E) are located, which allows physicians to understand the orientation of 
the endoscope. Figure 2 shows a pig abdomen which was used in an animal study in 
Section 2.5. 

The pre-procedural MR image set was scanned by the imaging protocol of the T1-
weighted dynamic images acquired with a three-dimensional (3D) fast-acquisition low-
flip-angle spoiled gradient echo sequence (TR/TE:4.77/2.46 ms; matrix size 256 × 256 
with 9.0° flip angle; 1.5 mm section thickness; and 380 mm field of view) using the 
spine matrix coil and 4ch large flex coil. The obtained image set was transferred from 
the scanner console to the navigation console through Orthanc, which is open-source 
Picture Archiving and Communication System (PACS) software, on a PACS server 
(Amphis bz SV5100, 3.1 GHz 4-core Intel Xeon E3-1220V2 Processor, 16 GB 1333 
MHz DDR3 ECC RAM, UNIT.COM Inc., Osaka, Japan) that was running the FreeBSD 
11.1-RELEASE operating system.  
 
2.5 Feasibility Study of the Proposed System 

An animal experiment was performed with the approval of the committee on animal 
care of Shiga University of Medical Science. A female pig that weighed 57.2 kg was 
involved in this study. General anesthesia was administered to the pig and a pre-
procedural image set for the pig abdomen was scanned and loaded on the navigation 
console. The volume rendering model was generated by reconstructing the image set 
and the navigation software displayed the endoscope camera image.  

One of this paper’s co-authors who is a surgeon and has been involved in real-time 
MR image-guided microwave ablations performed in our hospital 2000–2016 inserted 
the endoscope into the pig pneumoperitoneum through a trocar, manipulated the 
endoscope, and then decided upon three virtual targets in the liver. For these targets, 
the surgeon performed microwave ablations while observing the navigation UI. During 
the procedure, two types of verification were performed as follows: the navigation 
interface was subjectively assessed by the surgeon combining the camera view and the 
virtual bird’s-eye view. In the first verification, a specific scan sequence including 
excitation pulses dedicated for the sensor was used to update the model position and 
orientation so that the model was synchronized with the camera image. The second was 
used to assess the potential of obtaining continuous real-time imaging [9] with sufficient 
quality to identify the target organ and adjacent structures for microwave probe 
insertions and ablations; this was performed by the same surgeon. The second 
verification used a BEAT-IRT sequence that was dedicated for the SIEMENS scanner. 
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Fig. 2. Navigation software user interface on MR-compatible in-room monitors. (A) endoscope 
camera image and (B) virtual bird’s-eye view for the top monitor. The image pane (A) displays 
a flexible microwave probe (solid arrow). The bird’s-eye pane (B) displays a volume rendering 
model (solid arrow) and an endoscope model (dotted arrow). (C), (D), (E) display three 
orthogonal planes of pre-procedural MRI reconstructed according to a sensor location. (F) 
displays bird’s-eye view with a reconstructed plane (solid arrow) and the endoscope model 
(dotted arrow).         
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2.6 Feasibility Study of the Proposed System 

An animal experiment was performed with the approval of the committee on animal 
care of Shiga University of Medical Science. A female pig that weighed 57.2 kg was 
involved in this study. General anesthesia was administered to the pig and a pre-
procedural image set for the pig abdomen was scanned and loaded on the navigation 
console. The volume rendering model was generated by reconstructing the image set 
and the navigation software displayed the endoscope camera image.  

One of this paper’s co-authors who is a surgeon and has been involved in real-time 
MR image-guided microwave ablations performed in our hospital 2000–2016 inserted 
the endoscope into the pig pneumoperitoneum through a trocar, manipulated the 
endoscope, and then decided upon three virtual targets in the liver. For these targets, 
the surgeon performed microwave ablations while observing the navigation UI. During 
the procedure, two types of verification were performed as follows: the navigation 
interface was subjectively assessed by the surgeon combining the camera view and the 
virtual bird’s-eye view. In the first verification, a specific scan sequence including 
excitation pulses dedicated for the sensor was used to update the model position and 
orientation so that the model was synchronized with the camera image. The second was 
used to assess the potential of obtaining continuous real-time imaging [9] with sufficient 
quality to identify the target organ and adjacent structures for microwave probe 
insertions and ablations; this was performed by the same surgeon. The second 
verification used a BEAT-IRT sequence that was dedicated for the SIEMENS scanner. 

3 Results and Discussion 

The verification studies were performed successfully as shown in Fig. 3. On the 
specification, the obtained image resolution of the developed MR-compatible flexible 
endoscope was 295 times that of an MR-compatible fiberscope that the authors had 
previously developed [9]. In the first verification, the endoscope camera image was of 
sufficient quality to observe organs including the liver thanks to the super high-
resolution image processing and lack of critical noise for the endoscope camera. The 
in-room monitors also worked to display the navigation UI. The sensor location refresh 
rate was < 0.5 s and the sensor accuracy was high enough that the surgeon could identify 
the endoscope location from the camera image and the bird’s-eye view model 
simultaneously. In the second verification, there was no critical noise on the real-time 
images during the ablation that could have obscured the target areas and the real-time 
image’s refresh rate was < 1.5 s/slice. 

In the studies, the sequence including the sensor excitation pulses was different from 
BEAT-IRT for real-time MR imaging and therefore, the three perpendicular planes of 
the navigation UI in the first verification displayed the planes of the reconstructed pre-
procedural MRI according to the sensor location. However, if the sensor excitation 
pulses could be combined with the real-time MR imaging sequence, the scan planes 
could be controlled according to the sensor location [8][14].       

The working channels of the endoscope could not only install the passive device as 
a microwave flexible probe but also active flexible devices including steerable needles 
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[15] to adaptively control the needle paths. These active devices require extended scan 
plane control so that the real-time MR images always display needle artifacts since the 
sensor was not installed in the needle tip but instead in endoscope’s distal end. 

4 Conclusion 

This study demonstrated the basic performance of the developed MR-compatible 
flexible endoscope and the dedicated navigation software for the endoscope. The MR-
compatible HD flexible endoscope had the potential to provide simultaneous imaging 
acquisition between the endoscope camera view and real-time images with widely 
available closed-bore 3T high-magnetic-filed MRI as a novel option for safe and 
seamless minimally invasive surgeries.   
 
Acknowledgement 
This work was supported in part by JSPS KAKENHI Grant Number 18H01408.  
 
Conflicts of Interest 
The authors have no conflicts of interest directly relevant to this article’s content.  
 

 
Fig. 3. Experimental setup and trials using the developed MR-compatible endoscope, the 
navigation software displayed on the MR-compatible in-room monitors, and a 3T MRI scanner. 
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Abstract. There are many biological signal measurement systems such as 
BIOPAC and evaluation boards for specific signals. However, most of these 
boards and systems are manufactured for research, not for educational purpose. 
There are many limitations in adding or modifying circuits directly. Therefore, 
we developed a bio-signal acquisition and processing system(BMDAQ) that is 
highly utilized in educational purpose. The BMDAQ board consists of an analog 
board, a digital board and PC application programs, as well as teaching materials 
of educational lectures. We designed an analog board using three Op-Amps 
instrumentation amplifiers instead of a single chip for electrocardiogram(ECG).  
The digital board is designed to convert the signal coming from the analog board 
into digital and transmit the data to the PC through serial communication. The 
application program provides real-time filtering of biomedical signal and display 
of original and filtered signal. BMDAQ board and textbook were designed and 
produced for educational purpose and have been used as teaching materials. 
Keywords: biological signal measurement, BMDAQ, electrocardiogram 
 

1 Introduction to BMDAQ 

There are many systems and devices that acquire bio-signal, such as Biopac(BIOPAC 
Systems Inc., USA)[1] and evaluation boards for specific signals. These devices have 
limitations in terms of education because it is difficult to modify and add modules. 
Therefore, we developed a biological measurement and processing system for 
educational purpose.  

As shown in Fig. 1, the BMDAQ system consists of analog, digital boards, board-
to-PC interface and PC application software.  We designed an analog board using three 
Op-Amps instrumentation amplifiers instead of a single chip for electrocardiogram 
(ECG) which is one of the most important bio-signals, and also included several analog 
filters. This analog board is designed as a removable expansion type for several other 
applications and is manufactured so that students can do soldering for themselves.  The 
digital board is designed to convert the analog signal coming from the analog board 
into digital and perform several signal processing before transmit the data to the PC 
through serial communication. 
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Fig. 3. Overall diagram of the BMDAQ system. BMDAQ system consists of analog and digital 
boards and PC application software. 

The microcontroller used in the digital board is MSP430 (Texas Instruments Inc., 
USA) and we basically used the 12-bit ADC built in the microcontroller. In addition, 
an external 24-bit ADC was used to acquire a bio-signal with high resolution. Also the 
BMDAQ is designed to isolate the signal and power from the human body for safety 
which is the most important factor in medical devices.  

Communication between BMDAQ and PC is performed by UART communication 
via USB serial port. The application program provides real-time filtering of biomedical 
signal and display of original and filtered signal. We provide the source code for the 
real-time filtering method including the QRS complex detecting algorithm to students. 
The textbook presents a method of designing a digital filter using MATLAB and 
provides a method to implement the designed filter to be driven in real time. 

2 Characteristics of BMDAQ  

BMDAQ 

Fig. 2(a) and (b) show an assembled BMDAQ and its block diagram respectively. 
Dimension of the BMDAQ board is 12cm×8cm and consist of two-layer, double-sided 
PCB. The board is divided into a mounted analog and digital part, which are connected 
to each other by connector(CON1) and can be removable.  

The analog part amplifies and filters the electrocardiogram signal coming through 
the electrode and sends it to the digital part, and the switches are programmable 
switches that can be used by the user. The power source uses the 5V supplied from the 
USB of the PC, and the microcontroller used in the digital part is the MSP430(Texas 
Instruments Inc., USA).  

The 24-bit ADC on the digital board is an external high-resolution analog-to-digital 
converter which is used to convert a weak electrical signal to a digital signal, which is 
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not amplified in the analog part and has an amplitude in the order of microvolts to 
millivolts.  The analog-to-digital conversion is implemented through serial peripheral 
interface(SPI) communication between the microcontroller and the ADC chip.  

 
Fig. 4. Board and block diagram for BMDAQ. (a) Assembled Analog and digital board, (b) 

block diagram for BMDAQ. 
 
The DC/DC converter converts the USB 5V voltage to the required voltage from the 

BMDAQ board and isolates the circuit from the power supply with an ISO (isolator). 
The main features of BMDAQ are as follows. 
- Use the popular microcontroller MSP430  
- USB power supply (DC 5V) 
- Firmware download and debug using JTAG 
- Firmware download using serial port 
- Separation design of power unit considering safety (optical and electrical) 
- Input range of analog electric signal: ± 4.5V 
- MCU internal 12-bit 6-channel ADC and 24-bit 4-channel ADC through SPI 
- Easy to expand other analog module 

Analog Circuits for Electrocardiogram 

We designed an analog board using three Op-Amps instrumentation amplifiers [2] 
instead of a single chip for electrocardiogram(ECG) to help students understand analog 
circuits. 

Fig. 3 shows the circuits of the analog board and is divided into 8 functions. The 
input stage has a protection circuit and a filter to reduce noise, and then passes through 
a buffer to reduce the load effects of the input signal.  

The common mode component of the signal passed through the buffer is removed 
through the differential amplifier. For the signal with the common mode component 
removed, a high-pass filter is used to eliminate the signal with a very low frequency 
component including DC. Then the signal is largely amplified. Finally, it passes through 
a second-order low-pass filter to remove high-frequency components.  
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To summarize the characteristics of this circuits, amplification is performed 4.7 
times in the differential amplifier and 220 times in the amplifier, amplifying 1,000 times 
in total, and has a pass band of 0.5 to 150 Hz. 

 
Fig. 3. Circuits for analog board. 

3 Conclusion  

BMDAQ board and textbook were designed and produced for educational purpose and 
have been used as teaching materials and laboratory equipment in biomedical/electronic 
related engineering department of many universities in Korea for 10 years. We plan to 
upgrade BMDAQ to reflect new trends in these days, and will add new modules such 
as pulse oximeter, EEG and IMU (Inertia Measurements Units). We plan to publish 2nd 
edition containing new contents in an international version (English). 
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Abstract. Human body height and weight are the key factors for personal 

health monitoring and many works have been conducted to accurately and 
conveniently measure these two physiology parameters. However, in many 
conditions such as in the outer space, measuring human body weight becomes 
impossible for traditional approaches such as using weight scale. In this paper, 
we present a medical instrument, called the Ultrasonic Measurer to measure 
human body height and weight using a non-contact approach. This is a low-cost, 
efficient device to estimate human body sizes using an ultrasonic sensor, the 
SRF04. This sensor provides good measurements in close distance over a range 
up to 300cm. Moreover, we present a convenient approach to estimate human 
body weight from the measured sizes using the close relationship between a 
human body’s weight and its sizes, despite the variation in shapes. The 
measurements and estimations were implemented on a set of 50 men and women 
with different body shapes. The proposed method proved to give good results as 
the sizes are estimated with the average error of less than 0.3% and weight is 
estimated with the average error of less than 2.8%. The module is currently 
designed to be used as a standalone device. In the future, the module is equipped 
with the Internet of Things (IoT) for various remote health monitoring 
applications. 
Keywords: Non-contact human body measurements, ultrasonic sensor, medical 
instrumentation, health monitoring. 

1 Introduction 

Human body parameters convey a lot of valuable information about an individual’s 
physical status, shape, size, physique, and body composition [1]. Non-contact human 
body measurement is playing an increasingly vital role in physical healthcare, 
surveillance [2] and the demand for determining these indexes is inevitable. Over the 
centuries, people use a weight scale and a measuring tape to measure the human weight 
and height. However, accuracy still stands as a problem of these traditional methods. 
Although the advance in technology such as digital measurement techniques can 
minimize the error, there still exist many practical circumstances that need a specific 
tool. For instance, when an astronaut is in space, which is nearly weightless, he/she 
cannot use a scale to measure his/her weight. 

Systematic attempts to characterize and estimate the main anatomical and 
compartmental components of the human body weight have been proposed and 
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reviewed for a long time [3]. Sendroy and Collison, in [4], determined the human body 
volume from height and weight and then constructed a diagram for the relationship of 
V/S (Volume/Surface area) to WE/H (Weight/Height) for male and female body and the 
most acceptable relationship between V and S, WE and H. This approach gives an 
estimation of human body volume from height and weight and proposes an idea of some 
relationship between the human body’s dimensions and its weight, which is critical for 
the human body weight estimation without using a weight scale. In the last decades, 
researchers have begun to measure body parameters indirectly using modern devices 
and methods.  

Recently, marker-less multi-view systems have become proficient at obtaining 
human body models but these solutions usually require large space and the 
measurements are difficult to set up [2]. Some other devices such as laser or Kinect 
camera [2] can present a convenient way to estimate human body volume; however, 
these methods are quite expensive since a three-dimensional laser scanner may cost 
from $40.000 to $150.000 US dollar [2]; the Microsoft’s Kinect sensor V2 costs more 
than $300. In addition to high investment cost, the above system requires complicated 
algorithm running on a computer to provide the measurements. Choosing the ultra-
sound transducers can solve this problem because they are small, lightweight and cheap, 
making them suitable for placing the sensors on several human body segments [5], thus 
proposes a natural way to determine the volume of an object. This paper describes the 
development of a fairly accurate, cheap, and standalone human body height and weight 
measuring using a system of ultrasonic sensors SRF04 and the Arduino microcontroller. 
The algorithm to calculate weight based on the study of the relationship between a 
human body’s volume and its weight is presented in the following sections. 

The paper is organized into five sections. After the introduction, section 2 depicts 
the method to implement an effective algorithm in a low-cost hardware. Section 3 
shows the results and the corresponding error rate. Section 4 presents the advantages 
and drawbacks of the work and then propose further improvements. Finally, section 5 
contains conclusion and scope for the future investigations. 

2 Method and Material 

2.1 Ultrasonic sensor SRF04 
This ultrasonic sensor is a product of Devantech Limited company where SRF stands 
for ultraSonic Range Finder. The ultrasonic range sensor SRF04 has 2 heads, one for 
ultrasonic wave emission and the other for wave receiving. The unit pinouts are 
connected to the microcontroller unit, the Arduino Uno R3 in this case. These pins are 
responsible for triggering and measuring the time-of-flight of the echo [6]. The 
emission head emits ultrasonic wave whenever it is triggered by a triggering pulse. The 
frequency of the ping wave is 40 kHz [7]. The wave will reflect upon hitting an obstacle 
along its transmission path and the other head captures this reflection wave. The 
integrated timing circuit looks for a 40 kHz return signal to identify it as an echo [7]. 
The distance between the sensor and the obstacle is calculated based on the time-of-
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flight and the velocity of the ultrasonic wave.  The sensor provides good measurements 
in close distance over a range of [3cm, 300cm] with approximately 99% accuracy [8]. 
 

                   
Fig. 1. Ultrasonic range sensor SRF04 [8] 

 
2.2 The Integrated Circuit 
The main circuit was designed as shown in Figure 2. In addition to the SRF04 sensor, 
one resistor, one microcontroller Arduino Uno R3 and a LCD (liquid crystal display) 
screen are required. The sizes are first calculated by the ultrasonic sensor and then the 
information is sent to the Arduino microcontroller to calculate the weight based on the 
volume information and the density of a human body. Eventually, the weight and height 
are visually displayed on the LCD. 

 
Fig. 2. Schematic of the designed circuit 

2.3 Algorithm 
Figure 3 shows the algorithm to estimate the human body’s dimensions (i.e., height, 
frontage, and width). These values are then used to calculate the volume and 
subsequently, weight of a human body. The measured height and weight results are then 
displayed on the LCD screen. 
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Fig. 3. Structure of the proposed algorithm for weight and height estimation  

The dimension Height (H), Width (W), Frontage (F) of a human are defined as 
illustrated in Figure 4: 
 

 
Fig. 4. Defined dimensions of a human body 

Height, Frontage and Width measurement. All of the dimensions (height, frontage, 
width) are measured using one common principle. For example, W (width) of a human 
body equals the distance between the sensor and the reference point, b, subtracts the 
distance between the sensor and the body, a, provided that the human is standing just 
beside the reference point: 

W b a          (1) 

The principle is illustrated in Figure 5. In order to have an accurate result, the distance 
between the sensor and the reference point is made unaltered. In other words, b is a 
constant. Moreover, the body being measured needs to stand right in the transmission 
path of the ultrasonic wave. As illustrated in Figure 6, the width W is measured many 
times across the upper part of the body and the mean of these values is calculated to get 
the estimated W value. Taking the mean value would help reduce the error caused by 
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the instability of the body parameters because when human takes breath, the parameter 
of the waist will increase while the parameters of other parts will hardly change. To 
further increase the accuracy of the measurement, the beam width should be narrowed 
by installing a paper tube around both heads of the sensor [8] 
 

 
Fig. 5. Dimension Width (W) estimation using sensor 

 
Fig. 6. Estimated W value is the mean of the measured values 

Volume estimation. Volume V of a human body is estimated as a first-order function 
of 3 independent parameters: 

. . .V H F W                           (2) 

where α is the compact coefficient. We have determined the value of this coefficient by 
measuring the body parameters (height, weight, frontage) and the true value of the 
human body volume (measured by water displacement technique [3]) of a set of 50 men 
and women with the ages between 15 and 60 and infer the value of α from these 
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measured values. The estimated α value of the sampled human bodies is 0.385 and this 
value is used to estimate the volume of Vietnamese human bodies since Asian 
population demonstrates significantly small variation in key body measures within 
population [9]. This value is critical for an accurate estimation of the human body 
volume. Experimental measurements show that although the value of α varies with the 
physical shape of the body of interest, from person to person as well as from men to 
women, the value lies in the range of [0.37; 0.41]. 

Weight estimation. After having an estimated value of human body volume, we can 
easily get a quite accurate estimation of human body weight (WE) using the formula: 

.EW V B                (3) 

where Weight is calculated in kg, Volume is calculated in m3 and B is human body 
density whose average value is approximately 985kg/m3, according to [3]. 

3 Experimental Result 

Figure 7 is a photograph of the implemented circuit board which contains 3 
components: the Arduino microcontroller, the ultrasonic sensor SRF04 and the LCD 
screen. The measurements were conducted on 12 distinct individuals, (6 men, 6 women 
with the ages between 15 and 60). Each subject was measured 3 times. The α value 
being used is 0.385. The two tables below show the results of the experiments.   

 
Fig. 7. The implemented board for the measurements with 1 - the ultrasonic sensor, 2 - the 

Arduino Uno R3 and 3 - the LCD screen 

─ Table 1. Measured heights and weights. 
Person 

 
Measured heights (cm) Measured weights (kg) 
1st 2nd 3rd 1st 2nd 3rd 

1 174 175 175 57.74 59.93 61.32 
2 174 173 172 78.92 67.84 75.01 
3 171 169 172 57.87 54.67 56.13 
4 157 160 159 64.78 63.23 62.76 
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5 173 176 174 60.24 64.97 65.61 
6 
7 
8 
9 
10 
11 
12 

165 
175 
164 
169 
180 
185 
192 

168 
176 
167 
171 
181 
185 
193 

169 
177 
168 
171 
181 
184 
192 

59.67 
52.51 
76.71 
65.45 
70.12 
75.55 
78.82 

66.83 
55.43 
75.03 
67.16 
71.35 
76.72 
77.58 

65.55 
55.56 
88.96 
71.33 
72.06 
74.42 
79.05 

Average variance 1.13   7.48 

One can see that while the variance of the measured height values is quite small and 
neglectable, the variance of the measured weight values is quite high compared to other 
electronic devices. This is due to the inaccuracy of the dimension estimations (i.e., 
frontage estimation and width estimation) when the individual who is under the test 
takes in a breath and thus changes his/her overall body volume. Height measurement 
is, in some senses, a simple measurement compared to the weight measurement. 

─ Table 2. Errors in the measurements. 
Person Average 

height 
Real 
height 

Error 
(%) 

Average 
weight 

Real 
weight 

Erro
r 
(%) 

1 174.67 175 0.1 59.66 57 4.67 
2 173.00 174 0.5 73.92 75 1.44 
3 170.67 170 0.3 56.22 55 2.22 
4 158.67 159 0.2 63.59 61 4.25 
5 174.33 175 0.3 63.61 62 2.59 
6 
7 
8 
9 
10 
11 
12 

167.33 
176.00 
166.33 
170.33 
180.67 
184.67 
192.33 

168 
177 
166 
170 
181 
185 
192 

0.3 
0.5 
0.2 
0.2 
0.18 
0.18 
0.17 

64.02 
54.50 
80.23 
67.98 
71.18 
75.56 
78.48 

63 
52 
83 
70 
70 
77 
80 

1.61 
4.50 
3.30 
2.90 
1.69 
1.88 
1.90 

Average error 0.26   2.75 

Table 2 shows the errors in the height and weight measurements, which depend on the 
inaccuracy of the sensor, the value of α (compact coefficient) and the value of B (human 
body density). A comprehensive inspection of the value of α and B can help reduce the 
error to less than 2.3%. 

4 Discussion 

In this paper, we described the design and implementation of a device which can 
estimate the human body height and weight through a non-contact approach using the 
ultrasonic sensor. This method of measuring human body weight and height does not 
outperform traditional methods (with less than 0.1% lower accuracy in the height 
measurement and less than 1.5% lower accuracy in the weight measurement). However, 
this method overcomes one major drawback of traditional weight measurement method 
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(using weight scale) is that the output measured weight changes with altitude due to the 
change of the gravitational acceleration value with altitude. When compared to other 
products to measure human body’s height and weight such as the infrared laser of 
Microsoft’s Kinect camera, our product cost is much lower. The system cost will reduce 
drastically if it is in mass production. One of the ways to reduce the cost of the product 
is to replace the Arduino microcontroller with specific ICs (Integrated circuit), which 
are equivalent to the Arduino microcontroller with a lower price. Although accuracy is 
not one of the advantages of the product, we strongly believe that we can improve its 
quality and accuracy in the future. The following subsections discuss the advantages, 
drawbacks and the ways to improve the accuracy of the system. 
 
4.1 Advantages 

Our product provides a simple approach for measuring human body height and weight 
that differs from other traditional methods when the body weight is estimated through 
its dimensions/sizes. It helps to: 

 Overcomes one major drawback of traditional weight measurement using 
weight scale: the output measured weight changes with altitude due to the 
change of the gravitational acceleration value with altitude. 

 Integrate height measurement and weight measurement in one measurement 
device. 

 Measure human body parameters without any limitation to the height and 
weight value range of the body being measured. 

It is easy to increase the range of the measurement by switching to a better 
ultrasonic sensor.  
 

4.2 Drawbacks 

There still exists some shortcomings in the projects, some major imperfections are: 
 In order to have a reasonable result, the person needs to stand just beside the 

reference point. 
 His/her clothes should fit tightly to his/her body so that the volume estimation 

step would give a reasonable result. 
4.3 Improvements 

In the future, to improve the product’s performance, we suggest some solutions: 
 Setting costume requirements for human body measurement. People should 

wear tight clothes to reduce error in estimations. 
 Improving the accuracy of the sensor by replacing the SRF04 sensor with a 

better, more advanced sensing technologies such as laser, infrared or magnetic 
sensor. 

 Improving the accuracy of the volume estimation by providing a more accurate 
value of α and human body density B using statistical analysis method. 

 Programming the device to automatically taking measurements and sending 
the measured data to the user using IoT technology. 
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5 Conclusion 

Using a system of ultrasonic sensor and Arduino development platform, we can 
measure the height, the width and the frontage of the human body, then calculate its 
volume and subsequently, its weight based on the human body’s density information. 
While the measured height is very close to the real height with less than 0.3% error, in 
the weight measurement operation, there are still some substantial errors. It is 
understandable since the depth of a human body changes when the person breaths. 
Breathing leads to the change in the human body’s volume and subsequently, to the 
error in the weight measurement. Moreover, clothing is one of the elements that make 
the results inaccurate. Therefore, we recommend that people should hold their breath 
and wear tight clothes during the measurements. 
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Abstract. Treatment planning plays an important role in improving the quality 
of life of patients, especially in brain tumor disease. Magnetic resonance imaging 
(MRI) is a widely used imaging technique to assess these tumors, but the large of 
data obtained by MRI makes manual segmentation in time-consuming, less 
precise quantitative measurements in the clinical practice. We present an 
automatic brain tumor segmentation method based on a deep neural network with 
U-Net architecture to classify tumorous tissues into four classes for necrosis, 
edema, non-enhancing and enhancing tumor. Our network was trained and 
validated on the Brain Tumor Segmentation Challenge 2013 (BRATS 2013) 
dataset. Our method obtained the high performance score with the metric values 
Dice=0.83 and sensitivity=0.85. These results were compared to the similar 
methods. 
Keywords: Brain Tumor, Deep Neural Networks, Segmentation, U-Net. 

1 Introduction 

Accurate brain tumor segmentation plays a key role in cancer diagnosis, treatment 
planning, and treatment evaluation. Since manual segmentation of brain tumors is 
laborious, the development of semi-automatic or automatic brain tumor segmentation 
methods makes enormous demands on researchers [1]. Ultrasound, computed 
tomography (CT) and magnetic resonance imaging (MRI) acquisition protocols are 
standard image modalities used clinically. Many previous studies have shown that the 
multimodal MRI protocols can be used to identified brain tumors for treatment strategy 
because the different image contrasts of these MRI protocols can use to extract 
important complementary information. The multimodal MRI protocols include T2-
weighted fluid-attenuated inversion recovery (FLAIR), T1-weighted (T1), T1-weighted 
contrast-enhanced (T1c), and T2-weighted (T2).  

In recent years, an annual workshop and challenge, called Multimodal Brain Tumor 
Image Segmentation (BRATS), is held for different benchmark methods that developed 
to segment the brain tumor [2]. Our previous method [3] trained ExtraTrees classifier 
for brain tumor segmentation based on a region of interest (ROI) of tumor in FLAIR 
sequence. This method obtained 0.9 Dice score of the complete tumor but remained the 
low score of enhancing and core tumor with BRATS 2013 dataset [2]. 

Various deep learning methods have achieved the high score in BRATS challenges 
[4-6]. A detailed review of various medical image classification, segmentation and 
registration methods can be found in [7]. Biomedical images have many patterns of the 
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object such as a tumor, and their intensities are usually variable. Ronneberger el al. [8] 
developed the U-Net based fully convolutional networks (FCNs), which consisted of a 
down-sampling (encoding) pathway and an up-sampling (encoding) pathway with 
residual connections between the two that concatenate feature maps at different spatial 
scales, to segment the cell cancer. Based on the original U-Net architecture, some 
groups [9, 10] proposed a method for brain tumor segmentation and achieved the 
competitive performance of those built models with BRATS datasets. 

In this study, we present a novel 2D segmentation method that uses the fully 
convolutional neural networks (FCNNs) by U-Net architecture [8] to detect and 
segment tumorous tissues in the brain. The proposed network has been evaluated on 
BRATS 2013 dataset acquired for both LGG and HGG patients. 

2 Method 

2.1 Dataset 

The proposed method is trained and validated on the BRATS 2013 dataset [2] which 
consists of 30 patient MRI scans of which are 20 HGG and 10 LGG. Each patient has 
four MRI sequences including FLAIR, T1, T1c, and T2 as shown in Fig. 1. This dataset 
with multimodal MRI data that has been already skull-stripped, registered into the T1c 
scan and interpolated into 1×1×1 mm3 with a sequence size of 240×240×155. In 
addition, the ground truth images of dataset were manually labeled into four types of 
intra-tumoral classes (labels): 1-necrosis (red), 2-edema (green), 3-non-enhancing 
(blue) and 4-enhancing tumor (yellow) and the others are 0-normal (healthy) tissue 
(black). The ground truth data have been used in two steps, model training, and final 
segmentation performance evaluation.  

However, in this study we build a segmentation network using three MRI modalities 
with FLAIR, T1c and T2 to reduce the memory and training time but it still achieves 
competitive performance as proved by [11]. 

 
 
 
 
 

   
a) FLAIR                              b) T1 
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c) T1c                                  d) T2 

Fig. 1. Four MRI modalities in imaging data from HGG patient 0001 

2.2 Preprocessing 

In this study, we applied the N4ITK method [12] to reduce inhomogeneity in MR 
images. A histogram normalization method [13] was then employed to address data 
heterogeneity caused by multi-scanners acquisitions of MR images. Finally, the 
intensities of each MRI sequence are normalized by subtracting the average of 
intensities of each sequence and dividing by its standard deviation. 

2.3 U-Net based deep convolutional neural networks 

Our network is similar in spirit to the U-Net [9] which is different from the original U-
Net [8]. The U-Net architecture [9] described in [9], uses deconvolution operator 
instead of an up-sampling operator in the decoding path and applies zero padding to 
keep the same resolution of output images as the input images. Therefore, the network 
does not require a cropping operator of the border regions. Our network is then added 
the batch normalization [14] layer after each convolutional layer for regularization 
purposes. On the other hand, our model also has a slight difference from [9] for 
inputting the full slices of three modalities of BRATS  dataset with a size 2402403. 

For batch optimization, we use the stochastic gradient descent (SGD) algorithm to 
update the parameters at each iteration. The SGD simply gets rid of the expectation in 
the parameter update and calculates the gradient of the parameters using only a few 
training examples that help to reduce the variance in the update and get more stable 
convergence. The parameters of our SGD optimizer are set as: learning rate = 0.0001, 
decay = 0.01 and the maximum number of epochs = 100. 
 

2.4 Training set and test set 

From BRATS 2013 dataset, we used the first half of HGG and LGG cases with three 
MRI modalities (FLAIR, T1c, T2) for the training set and the second half of dataset 
including 10 HGG and 5 LGG cases are used to validate the performance of our method. 
In this study, the HGG and LGG training sets are combined, trained and cross-validated 
together. 
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2.5 Performance evaluation 

The final step of segmentation is an evaluation of the obtained results. In this study, we 
evaluate the tumor segmentation on three sub-tumoral regions followed [2] as the 
enhancing tumor, the core (necrosis + non-enhancing tumor + enhancing tumor), and 
the complete tumor (all classes combined) by the measurements of Dice coefficient and 
Sensitivity as described in [15]. 

3 Results and Discussion 

In this study, we proposed the 2D segmentation model based fully convolutional neural 
networks using U-Net architecture with three MRI modalities for solving the brain 
tumor segmentation challenge. For HGG and LGG training sets, the images were 
selected from each MRI sequence that depended on their ground truth’s energy with a 
threshold value of HGG greater than LGG. Therefore, this step helped to reduce the 
number of images which are put into U-Net model to extract features for training data.  
Our U-Net model was implemented in Keras [16] with a TensorFlow [17] backend, 
respectively. The most advantage of our proposed method is that the training time is 
only around one hour, but for the prediction, the computation time is about 2 ÷ 3 
minutes per case. Compared to some studies, our computational time is less than [5-6] 
and longer than [9]. 
The results of our proposed method which is applied on BRATS 2013 dataset and the 
recent the state-of-the-art methods validates on the same dataset are shown in Table 1. 
Table 1 shows that our method achieves the promising results in Dice score and 
performs slightly better in sensitivity measurement for all types of brain tumor with the 
smaller data for learning. 
 
Table 1. Dice and sensitivity scores of our proposed method compared to the results 

from other groups recently published ExtraTrees and U-Net based methods for 
BRATS 2013 dataset. 

Method Dice score Sensitivity 

Complete Core Enhancing Complete Core Enhancing 

Proposed  0.83 0.81 0.72 0.85 0.83 0.78 

Our 
previous 
[3] 

0.90 0.63 0.61 0.87 0.72 0.65 

Dong [9] 0.86 0.86 0.65 0.88 0.90 0.78 
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FLAIR Ground TruthSegmentation FLAIR Ground TruthSegmentation

HGG

LGG

 
Fig. 2. Segmentation results for the HGG and LGG patients compared to their ground 

truth 
 
Fig. 2 shows some examples of our qualitative overlaid segmentation results for both 
HGG and LGG patients on FLAIR MR images compared to the ground truth images. 
The segmented results are colored as described in Dataset section. Due to the limitation 
of resource, our model is only trained and evaluated on the BRATS 2013 dataset, which 
contains much less HGG and LGG patient cases than the BRATS 2017 dataset. Besides, 
our model segmenting the enhancing tumor for LGG cases is less successful than for 
HGG cases because there are fewer LGG cases than HGG cases and in most of LGG 
cases rarely have regions of enhancing tumor. 

4 Conclusion 

In this paper, we developed a learning-based automatic method for brain tumor 
segmentation in three MRI modalities (FLAIR, T1c, T2). This method uses the U-Net 
based deep convolutional networks to segment the brain tumor. Based on the 
experiment results on the BRATS 2013 dataset, our model can obtain robust 
segmentation with efficient memory and training time compared to the manual ground 
truth. Furthermore, in comparing to other state-of-the-art methods, we demonstrated 
that our approach could achieve comparable results with average Dice scores of 0.83, 
0.81, 0.72 for whole tumor, tumor core and enhancing tumor core, respectively. 
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Abstract. Cancellous bovine bone represents an inexhaustible source of material 
for bone tissue engineering. However, its natural marrow-filled structure can 
greatly limit the efficacy and prolong the duration of the decellularization 
procedure. Here this research formulates an efficient, shorten decellularization 
protocol for cancellous bovine bone with an initial delipidation step to improve 
the effect of following methods. The samples were then treated with a series of 
physical and chemical treatments including thermal shock and detergent wash. 
The samples acquired from this protocol have shown effective removal of cellular 
materials and fat while maintaining the essential bone extracellular matrix, which 
was confirmed through scanning electron microscopy observation and 
histological staining results. The decellularized bone showed potential to be 
further investigated, developed and combined with other material to create 
biocompatible scaffold for bone tissue engineering application. 
Keywords: Decellularization, bovine bone, xenograft, delipidation 

1 Introduction 

In many cases of bone loss due to diseases or injuries, adjunctive measures to fill the 
defect site and stimulate bone-healing are required. Thus, bone grafting is introduced 
and become an usual surgical procedure to serve these purposes [1,2]. With roughly 
two million bone grafting performed worldwide every year [3], interest in finding the 
ideal material for the procedure is still continuously growing. An ideal bone graft needs 
to (1) replace the missing bone, (2) accelerate bone regeneration as an osteoconductive 
scaffold and (3) provide osteogenic and osteoinductive molecules [4]. 

Even though autograft is still considered the “gold standard” for bone grafting 
material, the use of xenogeneic bone for human bone reconstruction is rising with 
advancement in biomaterials research [5]. Cancellous bone, although lack of 
mechanical strength, is more osteogenic than cortical bone thanks to its porous structure 
and the large surface area [6]. Thus, materials derived from this type of bone are mostly 
preferred as a space filler where neo-osteogenesis is emphasized [7].  
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With an appropriate process to eliminate the risk of immunological and 
inflammatory host reactions, grafting made from xenogeneic cancellous bone promise 
an unlimited, accessible and inexpensive supply of material [8]. Among proposed 
procedure, decellularization, which aims to completely remove the cellular component 
of the native tissue, while preserving the original extracellular matrix (ECM) at most, 
is considered advantageous. Since the ECM and its osteoinductive molecules are 
maintained, decellularized bone would be more beneficial than synthesized bone graft 
in terms of osteoconduction and osteoinduction [9]. However, the native cancellous 
bone structure is filled with fat and red bone marrow. These obstructing substances 
might block the pathway of detergents used in the decellularization process and subside 
their effect. If these matters are not removed completely during the procedure, they 
form a barrier which limits cell invasion and reduce the osseointegration of the graft 
[10]. The risk of bone resorption and encapsulating fibrosis caused by triggered giant 
cells reaction is also present when fat remained in bone graft [11]. Thus, delipidation at 
the beginning of the decellularization procedure is essential to reduce the required 
amount of used chemicals and processing time as well as to yield an osseointegration 
material.  

Therefore, this study conceived a combination of physical and chemical methods 
with an initial delipidation step using absolute ethanol to create an acellular scaffold for 
bone tissue engineering application. Morphological and histological analyses had been 
conducted to investigate the structural features of the material.  

2 Materials and Methods 

2.1 Materials 

Fresh bovine femurs were collected from local slaughterhouse. The cylindrical bone 
blocks (thickness of 1cm, diameter of 1cm) were then harvested from the epiphysis and 
stored at -80°C until use. 

Triton-X100 was purchased from Sigma (USA). Mayer’s Hematoxylin solution 
and Eosin solution were bought from Sigma-Aldrich (USA). Absolute ethanol was 
obtained from Xilong Chemicals (China). All other chemicals used were analytic grade 
without further purification. 

2.2 Methods 

Cancellous bovine bone decellularization. The extracted bovine cancellous bones 
were processed as previously described in the literature with modification [12]. 
Decellularization of bovine bone blocks started with a wash in PBS. Then, the bones 
were immersed and shaken in absolute EtOH until the lipid was mostly removed. Then, 
four cycles of thermal shock, each comprising a step at 121°C for 20 min, followed by 
freezing in liquid nitrogen (-196°C) for 8 h, were carried out. During these passages, 
bone blocks were immersed in distilled water (DW); the solution was changed after 
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every cycle. After the thermal shock cycle, the bone blocks were washed with the 
following procedure. Cellular debris was removed by washing bone blocks in 1% Triton 
X-100 for 8 h, followed by a second wash in 0.1% Triton X-100 for 16 h. Triton X-100 
was dissolved in DW. To remove residual detergent, bone samples were washed in DW 
for 24 h. Finally, the samples were dehydrated by a graded ethanol series with 2 hours 
for each step (50%, 70%, 96% and 100%) before being stored in vacuum oven at room 
temperature. 

Scanning electron microscopy observation. The surface structure of the 
decellularized bone and native bone was examined using a scanning electron 
microscopy (SEM, JSM-IT100, JEOL, Japan). The bone was sputter-coated with gold. 
An accelerating voltage of 10kV was used to acquire the SEM images. 

Hematoxylin&Eosin and Masson’s Trichrome staining. The decellularized bones 
were decalcified by immersed in 10% (v/v) acetic acid for 48h. The decalcification 
solution is 5 times the volume of the bone specimens and it was changed after 24h. 
After the decalcification was completed, the bones are rinsed in running tap water 
thoroughly for 2h. 

The samples were objected to serial sectioning of 4–6 μm thickness using a 
cryotome (ThermoFisher). The sections were stained with Hematoxylin and Eosin 
(H&E) and Masson’s Trichrome stain before images of tissue sections were captured 
using an inverted microscope (Nikon, Japan).  

3 Results and Discussion 

3.1 Morphology observation 

 

Fig. 5. Images of bone blocks (a) before and (a) after decellularization. 
After the combination of treatments, the decellularized bones were tested to examine 
the efficacy of the proposed protocol. As shown in Fig. 1, fat and red bone marrow 
located in the space between the cancellous bone structure had been removed to expose 
the porous morphology. 
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To further examine the surface of the processed samples, SEM images of the bones 
were captured at high magnification. Fig. 2(a-b) showed the native bones at 5000x and 
1000x, respectively. The underneath bone structures were covered completely by a 
layer of fat. In contrast, the bare surface of decellularized bone can be seen clearly in 
Fig. 8(c-d). The bone ECM (composed mainly of hydroxyapatite crystals and long 
collagen chains) and the lacuna (indicated by the arrows) were exposed as the lipid has 
been eliminated efficiently. Even though no bone cells were found, few unidentified 
debris were observed on the exterior of the bone in Fig. 8c. Overall, the results initially 
suggested that this protocol removed fat and cells, while preserving successfully the 
microscopic structure of the ECM as well as the organic components of the bone, which 
is critical to the osteoconductivity and osteoinductivity of the processed bone. Such 
result suggested that the use of absolute ethanol could be a convenient and accessible 
alternative delipidation treatment. The treatment also left no toxic residues in the graft 
and did not required expensive equipment.  

 
Fig. 6. SEM images of native bovine cancellous bone at 5000x (a), 1000x (b) and decellularized 
bone at 5000x (c), 1000x (d).  

3.2 Histological analysis 

Histological staining was used to provide deeper evaluation of the decellularized bone. 
Both the Masson’s Trichrome stained and H&E stained sections revealed normal, 
preserved bone ECM with well-observed lacunae. In addition, the lacunae (empty holes 
situated inside the bone structure) were found empty with no observable osteocyte 
inside as well as no detectable osteoblasts or osteoclast around the periphery of the 
bones. The Masson’s Trichrome section (Fig. 3a) also showed that the cytoplasm was 
eliminated as no red-hue region was seen while the collagen (blue stained) were kept 
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well. As foreign cells and cellular materials are the main factors that trigger immune 
response in clinical application [13], this excellent removal is promising in terms of 
creating biocompatible material for bone substitute application. Also, the preserved 
ECM might provide an advantageous osteoconductivity and osteoinductivity to this 
material. 

 
Fig. 7.   Histological observation of decellularized bovine bone. (a) Masson’s Trichrome staining; 
(b) H&E staining. The lacunae (white holes) were found empty with no visibly-stained nucleus 
of osteocytes. 

4 Conclusion 

The study initially developed a bone substitute from bovine bone using multiple 
treatments including delipidation by ethanol, thermal shock cycles and detergent wash. 
The findings demonstrated high efficiency in terms of cellular materials removal and 
ECM preservation. Positive results suggested that ethanol would be an efficient, non-
toxic and cost-effective defat reagent. Thus, the processed sample is appropriate for 
further investigations and developments to examine and enhance its biocompatibility in 
vitro and in vivo as well as its clinical practicability. 
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Abstract. Dentin hypersensitivity, a common and painful dental condition, 
can be treated by the promotion of dentin tubule occlusion. The objective of 
this study is to evaluate tubule occlusion capacity of Biphasic calcium 
phosphate (BCP) with various hydroxyapatite/β-tricalcium phosphate 
(HA/β-TCP) content ratios. The experimental BCP samples were daily 
brushed on the demineralized bovine dentin for 7 days. Then, the dentin 
surface was observed by SEM. These results show that a decrease in the 
number of exposed dentin tubules varied ac-cording to different HA/β-TCP 
ratios in BCP powders. 
Keywords: Dentin hypersensitivity, Biphasic calcium phosphate, 
demineralization 

1 Introduction 
Dentin, a calcified tissue, has a numerical density of tubules which are usually 
covered by enamel in the crown surface and by a thin layer of cementum in the 
root surface of the tooth [1]. In dental problems, the loss of these overlying layer 
by attrition, abrasion, erosion, or gingival recession increases the risks of several 
common dental diseases such as dentin hypersensitivity, a transient pain resulted 
from nerve ending activation by oral chemical, thermal tactile or osmotic stimuli 
when the dentinal surfaces were exposed [2][3]. Therefore, blocking the open 
dentin orifices is one of the strategies for preventing irritant invasion, reducing 
dentin tubule permeability, and subsequently preventing from other dental diseases 
like tooth decay and pulp inflammation [4]. It is preferable to develop biomimetic 
barriers by similar mineral components of dentin, calcium phosphates (CaP) 
substances, to infiltrate into the tubular orifices without irritating the pulp and 
provide tubule occlusion in dentin.  
Among the CaP ceramics, hydroxyapatite (HA) and β-tricalcium phosphate (β-
TCP) are both bioactive, non-toxic materials and frequently used in many medical 
and dental applications [5][6]. HA with its chemical formula of Ca10(PO4)6(OH)2 
and Ca/P ratio of 1.67, is an abundant mineral component in hard tissues 
comprising 60% to 70% of bone and 98% of dental enamel [7][8]. HA is the most 
stable phase in the body fluid, it provides mechanical bone strength and has 
bioactive property to form direct chemical bonding to native bone [9][10]. About 
β-TCP, it possesses the chemical formula of β-Ca3(PO4)2 and the Ca/P ratio of 1.52 
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[11]. In contrast with HA, β-TCP is a bioabsorbable material and permits bone 
ingrowth on their surface, into pores, channels, or pipes [12]. In clinical trials of 
dental health, the HA containing dentifrice was demonstrated its effectiveness in 
reducing dentin tubule occlusion [13] while the addition of functionalized TCP to 
a dentifrice enhances the ability of dentifrice fluoride in reducing den-tine 
sensitivity [14]. Therefore, BCP in this study, which contains both HA and β-TCP, 
is considered to have a potential of occluding the exposed dentin tubules. 
Consequently, the purpose of this research was to evaluate tubule occlusion 
capacity of BCP with various HA/β-TCP ratios by using the fully demineralized 
bovine dentin models. BCP powders were topically applied to the bovine dentin 
specimens three times per day and the specimens then were examined with a 
scanning electron microscope (SEM) after 7 days. 
 

2 Materials and Methods 
2.1 Materials 

The calcium nitrate tetrahydrate [Ca(NO3)2.4H2O] (GuanghuaSci-tech, China) 
and diammonium phosphate [(NH4)2HPO4] (GuanghuaSci-tech, China) were used 
as the starting materials. Sodium hydroxide (NaOH), sodium hypochlorite 
(NaOCl) and acid phosphoric (H3PO4) were purchased from GuanghuaSci-Tech 
Company (China). 
 
2.2 Methods 

BCP powders synthesis. Three BCP samples (BCP9, BCP7 and BCP6) with 
respective desired ratios of HA/β-TCP (80/20, 40/60 and 20/80) were synthesized 
by following previous study [15]. The particle size and agglomeration of BCP 
particles were investigated by SEM (JEOL, JSM-IT100, Japan).  
 
The preparation of bovine dentin specimens. The bovine incisors were obtained 
from a local slaughterhouse. Root segments of 15 mm in 1 millimeter-thick slices 
were prepared by a diamond disc. The dentin specimens were then immersed in a 
solution containing 37% H3PO4 for 2 minutes to mimic dentin hypersensitivity and 
remove the smear plugs. After that, they were rinsed in running water and 
sonicated for 15 minutes to eliminate the excess acidic. The distribution of dentin 
tubules and their size were observed by SEM observation. 
Dentine specimens treated BCP. To evaluate tubule occlusion ability of different 
BCP samples, the treatment was performed by directly applying three synthesized 
BCP powders on the specimen surfaces in triplicate for each powder.  These were 
mixed with distilled water to make slurry and brushed over the surface using a 
spatula lab spoon for a minute and three times per day. The specimens were then 
rinsed in distilled water after each brushing session to remove weakly adsorbed 
materials and stored in a closed container containing artificial saliva (AS) which 
was refreshed every day. After a 7 day treatment, the specimens were examined 
for the tubule occlusion capacity by using SEM. 
Results and Discussion 
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Fig. 1. SEM image of BCP particles at x10,000 of magnification 
In Fig. 1, the SEM micrographs show the particle sizes of the synthesized BCP 
powders at the magnification of x10,000. Overall, the agglomeration of powder 
particles was observed in all BCP samples after calcination. The particle diameters 
of BCP9 ranged from 0.5 to 1.0 μm while those of BCP7 varied between 1.0 and 
2.0 μm. BCP6 powders clearly had the highest degree of particle agglomeration 
with the diameters of clusters varying between 2.0 to 4.0 μm. It was, therefore, 
difficult to distinguish separate grain, and the size of BCP6 particles could not be 
estimated by SEM.  

 
Fig. 2. The SEM of bovine dentin surface in coronal, middle, and apical position at x500 
of magnification 
Fig. 2 presents the SEM of the root canal dentin surface at coronal, middle, and 
apical levels at x500 of magnification. These results illustrated that debris and the 
smear layer were absent and dentin tubules were highly visible on dentin surface. 
During the root preparation by instrumentation, it was inevitable to form a smear 
layer composed dentin debris, organic materials and microorganisms on the dentin 
wall [16]. In this study, as the smear layer acted as a loosely adherent structure 
which temporarily blocked the dentin tubules and limited the penetration of CaP 
particles, it should be completely removed from the surface of the root canal wall. 
In terms of the diameters of dentin orifices at different levels, they ranged from 2.0 
to 5.0 μm. The dentin tubules were oriented parallel to each other and radially from 
the pulp toward the dentin-enamel junction. Therefore, as observed in cross-
section, the round orifices of tubules appeared in the middle and apical area while 
oblique ones were found on the fractured surface of coronal. 
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Fig. 3 SEM of the bovine dentine after BCP treatment for 7 days 
The dentin surfaces after 7 days of BCP treatment were illustrated in Fig. 3. SEM 
examination showed a decrease in the number of visible dentin orifices the after 
BCP treatment, which confirmed that all BCP samples had the ability to promote 
the blocking of open tubules. To be more specific, the root surfaces treated with 
BCP6, containing the highest rate of β-TCP content, were still noticeably observed 
the almost peritubular dentin with the obvious infiltration of particles into the 
tubules, comparing to the others by BCP9 and BCP7. Besides, many prominent 
parts located between the two adjacent dentine tubules, the inter-tubular dentin, 
were still highly detected in specimens treated with BCP6 while the majority of 
those were partially disappeared in specimens treated with BCP9 and BCP7. It 
was, therefore, induced that there formed a new mineral protective layers covering 
the dentin surfaces treated with BCP9 and BCP7, which contain 80/20 and 40/60 
of HA/β-TCP in turn. However, there have been required the further analysis to 
figure out the unique characteristics of blocking dentin tubule by these BCP 
samples. 
In the discussion, some recent research has demonstrated that the occlusion of 
exposed dentinal tubules by HA in dentifrices could reduce the hypersensitivity 
[19][18]. As the results, the present study showed that effective tubule occlusion 
by BCP powder containing 80% of HA in composition could have possibly 
occurred. However, a new outcome of the current research was the effect of BCP 
on occlusion of dentin tubules by the steady increase of β-TCP content rather than 
HA only. These results can serve as the primary evaluation that the extent of 
coverage onto or the degree of occlusion into the dentin tubules varied among the 
BCP samples with different ratios of HA/β-TCP. This shows the potential affinity 
and the enhancement new biological apatite of by the combination of HA and β-
TCP particles as the dental repairing agents. 

3 Conclusion 
In conclusion, the ability of BCP for blocking dentinal tubules varied with different 
HA/β-TCP. The SEM observations in 20/80 of HA/β-TCP ratio (BCP6) clearly 
showed the particle infiltration into dentine tubule orifices while the surface 
micrographs of the specimens treated with 80/20 of HA/β-TCP ratio (BCP9) and 
40/60 of HA/β-TCP ratio (BCP7) suggested a new crystalline layer firmly 
attaching to the root surface. This strategy may have prospective applications in 
dentistry as it offers an easy but effective method to compensate for the mineral 
loss by reconstructing tooth protective barrier. Further investigations should be 
conducted in order to evaluate the dental restoring capacity corresponding to 
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HA/β-TCP ratio. 
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Abstract: The regeneration of bone tissue via tissue engineering procedures is a 
challenging task that requires the selection of materials/scaffolds, with tailored 
biological and physical properties, and possibly the use of osteogenic additives 
that can stimulate cells to produce and mineralize collagen. Apart from growth 
factors, whose use is restricted by their high cost, inorganic compounds, such as 
calcium phosphates or silicates, have demonstrated intrinsic ability to facilitate 
the collagen mineralization and to address the differentiation of cells towards 
osteoblast lineage. Silicon, in particular, is considered to have a great relevance 
in the early stages of bone formation. 
In the past, we investigated the use of silk fibroin scaffolds, in form of sponges 
or gels, for bone tissue engineering. In this paper we have combined silk fibroin 
with diatoms, that are silica-based organisms, and we have evaluated the 
biological response of human mesenchymal stem cells (hMSCs) cultured on 
diatom loaded fibroin sponges.  
We found proofs of the improved osteogenic activity of the diatoms loaded 
scaffolds in the increase of alkaline phosphatase activity (ALP) and in the early 
fibronectin and collagen type I formation. 
Keywords: Diatom particles, osteoinduction, bone loss, bone regeneration. 

1 Introduction 

Tissue engineering combines principles of engineering and life sciences to create tissue 
substitutes that can facilitate tissue regeneration and repair. Bone tissue engineering 
(BTE) field achieved a great success in the last decades, from complete repair of non-
union bone fractures to the recovery of bone mass in the cases of large size bone de-
fects. In order to facilitate bone regeneration, BTE relies on three main components, 
scaffold, cells and bioactive factors1. In the last decades, a large attention was paid to 
the development of ideal materials for bone repair with osteoconductive and 
osteoinductive potential, in order to support cells differentiation and bone tissue growth 
2,3. 
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Silk fibroin was shown to be an excellent candidate for BTE applications, due to its 
biocompatibility, biodegradability, tunable mechanical properties, and osteoconductive 
characteristics 4,5. However, silk alone did not show osteoinductive properties, that are 
crucial for bone regrowth6. However, inorganic fillers, such as silicate nanoclay, 
hydroxyapatite, calcium phosphate7, and biomaterials containing silica can be used as 
additives to improve SF osteoinductive properties8. In the previous study, we 
demonstrated that the incorporation of diatom particles, as a source of silica, into SF 
scaffold improves both bioactivity and early bone specific markers expression of human 
osteosarcoma cell lines MG-639; however, the effect of composite silk/diatom particles 
scaffolds on the bioactivity of osteoprogenitor cells has never been studied. 
For bone graft application, the induction of osteogenesis is considered as a critical point 
for a successful bone healing process 10. Hence, the aim of this study was to investigate 
osteoinductive properties of the composite silk/diatom particles scaffolds. Here scaffold 
systems were studied with human mesenchymal stem cells (hMSC); moreover, scaffold 
osteinductive ability were assessed through fibronectin, collagen type I and ALP 
markers expression. 

2 Materials and Methods 

2.1 Materials and scaffold fabrication 

Reagents including phosphate buffer solution (PBS), sodium hydroxide (NaOH), 
hydrochloric acid (HCl), lithium bromide (LiBr), Triton X-100, sodium chloride 
(NaCl), formalin, bovine serum albumin (BSA), 4-6 diamidino-2-phenyindole, 
dilactate (DAPI), polyethylene glycol (PEG) and ethanol were purchased from Sigma-
Aldrich (St. Louis, MO, USA). 
Diatom particles, including both diatom microparticles (DMPs) and diatom 
nanoparticles (DNPs), were obtained following Le et al. 11. Silk fibroin solution and 
scaffold fabrication have been prepared following Le et al. 9. In this work, two groups 
of porous scaffolds were fabricated by solvent casting-particulate leaching method,  as 
described in reference Le et al. 9.  Names and compositions of the scaffolds were given 
in table 1. 

 
Table 1:Type and content of porous scaffold 

Scaffold name DNPs, %wt. DMPs, %wt. 
SF 0 0 
SF–(N+M)3.2 1.6 1.6 

 
After fabrication, scaffolds were cut into cylinders 2 x 6 mm of height vs. diameter, and 
autoclaved at 1 bar, 121˚C for 45 min before use. 
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2.2 In vitro experiment 

Human mesenchymal stem cells (hMSCs) were sub-cultured in 175 mm2 culture flasks 
coated with collagen in Dulbecco's Modified Eagle Medium (DMEM) supplemented 
with 20% of fetal bovine serum (FBS), 1% of penicillin/ Streptomycin (P/S). The cells 
were then incubated at 37˚C with 5% CO2 until cells reached around 80% of confluency. 
Medium was changed every three days. 
Scaffolds were fully immersed in the medium for 30 min and then dried into hood for 
1.5 hours before seeding cells. Subsequently, scaffolds were placed into a 48-well-plate 
and aliquots of media (30µl) containing 105 cells were seeded on the top of each 
scaffold with the addition of 400l of medium. Seeded scaffolds were transferred into 
a new plate after 24 hours of incubation and added the medium. Medium was replaced 
every 3 days until the testing points. 
 

Cell proliferation: Cell proliferation in the seeded scaffolds was determined with DNA 
quantification by using Quant-iTPicoGreen® dsDNA Assay Kit (Invitrogen, Molecular 
Probes, Oregon, USA). At selected time points, scaffolds were washed in PBS and then 
total DNA content was collected with 0.5ml of Triton-X 0.05%. All the DNA samples 
were stored at -20C before quantification. Prior assay, all samples were thawed at room 
temperature (RT) and sonicated for 20 seconds. Afterwards PicoGreen was used to 
quantify DNA content measured in 96-well black plates with a fluorescent plate reader 
(Safire, Tecan, Austria). To calculate DNA concentration, a calibration curve was built 
up by using the DNA standard provided with the kit to correlate with the studied 
samples. 
 

Immunocytochemistry: Immunocytochemistry against fibronectin and collagen I 
were used to evaluate the capacity of hMSCs differentiation. Seeded scaffolds were 
collected at every tested time points. The scaffolds were washed with PBS (without 
Ca2+ and Mg2+) and then fixed with 4% of formalin for 30 min at room temperature 
(RT). Subsequently, the samples were incubated in blocking and permeabilizing buffer 
containing 1% of BSA and 0.3% of Triton-X in PBS for 1 hour at RT, then stained with 
the diluted primary antibody against collagen type I (1:200, Meridian Life Science, 
Saco, ME, USA) and fibronectin (ab23751 - abcam, Cambridge, UK) overnight at 4C. 
After washing with PBS, the samples were incubated with secondary antibodies (1: 500, 
anti-rabbit Alexa Fluor 568, Molecular Probes, Grand Island, NY) for both fibronectin 
and collagen type I for 1 hour. The stained scaffolds were washed again in PBS. 
Afterwards, the samples were incubated with DAPI solution (1:1000) for 10 mins at 
RT. After final rinses with PBS, samples were visualized with the confocal microscope 
(A1, Nikon Instruments, Amsterdam, the Netherlands). 
 

 Alkaline phosphatase quantification: The alkaline phosphatase (ALP) activity was 
measured on the cell lysates. At each time point, cell culture medium was removed, 
followed by washing with PBS. Then, 500 l of Triton X – 0.05% was added into per 
well and incubated for 30 minutes at RT. Samples were frozen at -20C. Before 
measurement, samples were thawed and sonicated on ice for 20 seconds with a Virsonic 
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ultrasonic cell disrupter (Virtis, Warminster, PA). The ALP activity was tested 
following the manufacturer’s instructions (ab83371 ALP assay Fluorometric, 
Cambridge, UK). Fluorescence intensity was measured with a Tecan (Austria) 
microplate reader. 
 
Statistical analysis: All in-vitro assays were performed on three biological replicates 
with triple technical replicates. Data are expressed as mean ± standard error. To 
determine the statistical significant difference among two scaffold groups, Two Way of 
variance (ANOVA, origin Pro 8.5.1) was used. A significance was defined at p value 
less than 0.05. 

3 Results and discussion 

3.1 Cell proliferation 

Proliferation of human mesenchymal stem cells presents in fig1. No difference in 
hMSCs proliferation was observed during the first 14 days between SF-(N+M)3.2 
scaffolds and control group. General small increase in cell number was detected for 
both groups, however by 21 day of growth proliferation rate of hMSCs in composite 
scaffolds doubled and was significantly higher compared to the control silk only group.  

An increased growth rate of hMSCs in SF-(N+M) 3.2 scaffolds can be explained by 
the effect of silicon released from composite scaffolds in media, as previous literature 
reported 12. 

 

 
 
Fig 8: Cell proliferation up to 21 days of culture of two scaffold groups: pure silk 

fibroin (SF) and SF-(N+M) 3.2 silk fibroin loading 3.2% of diatom particles *: p<0.05.  
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3.2 Immunocytochemistry 

Fibronectin: Fibronectin is one of the proteins that composes extracellular matrix 
(ECM) together with collagen, elastin and laminin. Fibronectin is considered to be the 
key factor inducing bone cell differentiation and one of the earliest proteins synthesized 
by osteoblasts 13. 

 
 

Fig 9: Fibronectin (green) synthesized: after day 7, 14 and 21 of hMCSs culture and DAPI for 
nuclei (blue) of SF–silk fibroin, and SF–(N+M) 3.2– silk fibroin loading 3.2 % of diatom particles 
(scale bar = 50µm). 

Fig 2 summarizes FN production in both SF-(N+M)3.2 and control SF only groups. 
At day7 SF-(N+M)3.2 group showed significantly higher expression of fibronectin 
comparing to the control group. By third week of growth general significant increase in 
FN expression was observed in both groups. Differences of FN in two scaffold groups 
seemed to flatten was observed at day 14 as well as day 21 of culture. 

Early FN expression may enhance ECM proteins expression and deposition by 
hMSCs culture in silk/diatom particles scaffold; eventually, supporting osteogenic 
commitment of hMSCs14. The presence of insoluble FN may facilitate physiological 
processes of bone healing including angiogenesis, thrombosis and inflammation 15. 
 
Collagen type 1: Type I collagen is a major component of bone ECM, accounting for 
80% of total bone protein content. Type I collagen is also an important bone marker 
due to involvement in many critical processes for healthy bone development and 
functionality 16.  

The obtained results (fig 3) showed a general in-creasing of collagen I synthesis in 
both groups; however, SF-(N+M)3.2 group presented significantly higher level of 
collagen type I secretion at all experimental time points.  

As already demonstrated by previous studies, the increase of fibronectin and 
collagen type I synthesis can explain the osteogenic commitment of hMSCs8. 
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Fig 10: Confocal scanning laser microscopy images of collagen type I (red) observation of 
hMCSs culture after day 7, 14 and 21 of incubation and DAPI for nuclei (blue): SF– pure silk 
fibroin, and SF-(N+M) 3.2 – silk fibroin loading 3.2 % of diatom particle (scale bar = 50µm). 

3.3 Alkaline phosphatase quantification 

Alkaline phosphatase (ALP) plays an important role on osteogenesis, and commonly 
used to predict bone maturation and mineralization in in vitro studies15. 
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Fig 11: Alkaline phosphatase activity induced by hMSCs seeded into pure silk fibroin (SF) 
and silk fibroin loading 3.2% of diatom particles (SF-(N+M)3.2) up to 21 days. 

 
ALP production steadily upregulated during experimental time points of cell growth 

(fig4). As anticipated, the amount of ALP produced in the composite scaffold was 
generally higher than in the control group (silk only scaffold) after three weeks of 
culture; however, no statistical significance was observed. 

We hypothesize that the release of silicon from DPs dissolution may contribute to 
the ALP production, as the previous reported in the case of osteoblasts 17. 

4 Conclusion 

This pilot study demonstrated that the silk fibroin loaded with diatom particles could 
be used as osteogenic enhancer for hMSCs differentiation. Increased early production 
of fibronectin and collagen type I together with elevated ALP production in composite 
scaffolds supported the original hypothesis of silica critical contribution to osteogenic 
differentiation.   
The conducted study could provide early evidence for diatom particles application as 
promising osteoinductive additives for bone healing. 
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Abstract. Local recurrent cancer remains a challenge for breast cancer patients 
receiving implants after mastectomy or lumpectomy. The use of radiotherapy 
and/or systemic administration of chemotherapeutic agents post-surgery can be 
beneficial yet they also kill healthy cells and introduce systemic side effects. In 
this study, a new method was introduced to utilize 3D printed microporous 
polycaprolactone (PCL) scaffolds as a multifunctional device – an implant and a 
drug delivery vehicle for targeted local delivery. Their microporous structure was 
characterized by scanning electron microscopy (SEM) and atomic force 
microscopy (AFM). The dependence of release profiles of Doxorubicin (DOX) 
loaded scaffolds on pH and ionic strength of the environment was demonstrated. 
Lastly, their chemotherapeutic effect was characterized by in vitro. Overall, the 
results demonstrated the utility of the microporosity and surface charge of PCL 
scaffolds to immobilize DOX for local, targeted drug delivery. 
Keywords: Local delivery, doxorubicin, breast cancer, 3D printing, FDM. 

1 Introduction 

The concept of drug encapsulation in polymer system has been developed for long time 
with the initial use of microsphere or polymer conjugating combined with local 
injection [1, 2]. Other methods include DOX loaded silk film [3] and modified 
hydrogels for pH and photo triggered release [4]. Though the results are promising, the 
systems are only limited to simple structure and the use of patient-customized scaffolds 
in drug delivery is mainly for bone regeneration [5]. 3D printed scaffolds if can be used 
as a breast implant and a local delivery method will give breast cancer patients a better 
choice to regain their body images and prevent recurrent cancer. 

In this study, a new method was proposed to fabricate 3D scaffold with microporous 
struts for both breast reconstruction and chemotherapy drug delivery. The scaffolds 
were characterized by SEM and AFM. DOX loaded scaffolds were used to study the 
release profile in different pH and ionic strength conditions. Lastly, chemotherapeutic 
effect of DOX loaded scaffolds was evaluated in vitro. 
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2 Methodology 

2.1 Scaffold Fabrication and Surface Characterization 

PCL (PURASORB® PC12) was mixed with porogen (38-μm PBS particles) in 
chloroform at the weight ratio of 5:0 (nonporous, nPCL) and 5:4 (microporous, pPCL), 
casted into films, dried out at room temperature, fed into a Dual BioExtruder and printed 
at 100oC with 6 layers of 40x40 mm2, bar diameter of 0.3 mm, bar distance of 1 mm 
and 0 – 90o orientation. The porogen was leached in NaOH 0.01M for 14 days.  

Surface and liquid nitrogen fractured crossection of PCL scaffolds were gold coated, 
imaged using a Zeiss FESEM (Zeiss, Germany) and analyzed using ImageJ (NIH, US). 
Surface roughness of struts was characterized scanning areas of 20x20 μm2 using a NT-
MDT Solver SPM apparatus with Ted Pella Tap300-G cantilevers (US). 

2.2 Drug Loading and Release 

2x1x1.5mm3 scaffolds were sterilized by ethanol 70% in Eppendorf tubes, immersed in 
DOX (doxorubicin hydrochloride, Sigma-Aldrich, US) solutions according to 2 doses: 
0.4 and 2 μg DOX/mg PCL (low dose (LD) and high dose (HD), respectively) and left 
dried out overnight. DOX loaded scaffolds were transferred to new tubes and the drug 
lost amounts in the previous tubes were dissolved by methanol 60% for measurement 
at 480 nm using an xMark microplate absorbance spectrophotometer (Bio-Rad, US). 
Drug loading efficacy was calculated following equation (1), where E is loading 
efficacy, I is initial drug amount and L is drug lost amount. 

  𝐸(%) =
𝐼−𝐿

𝐼
𝑥100% (1) 

DOX loaded scaffolds were imaged using a Nikon SMZ25 stereomicroscope (Japan) 
and their crossection were imaged using a Leica TCS SP5 confocal fluorescent 
microscope (US). Their release profiles in PBS solution with pH 7.4 and 5.5 and 
simulated body fluid (SBF) solution with pH 7.4 were performed at 37oC in shaking 
incubator at 200 rpm. The solutions were completely collected (200 μL) and refreshed 
at each timepoint. The collected solutions were measured as previously described. 

2.3 In vitro Cell Proliferation Assay 

MDA-MB-231 cells were seeded in 24-well plate at 15x103 cells/well and cultured in 
DMEM supplemented with 10% FBS and 1% penicillin/streptomycin overnight. 
Samples were placed into each well containing cells and 1 mL of fresh full culture 
media and incubated at 37oC for 2 days. Then the culture medium and scaffolds were 
removed and the plates were frozen at -80oC for 48 hours. After that, proteinase K was 
added (300 µL/well) and cultured overnight at 37oC. Then, the cell-proteinase 
suspensions were transferred into Eppendorf tubes and incubated at 56oC for 8 hours. 
The samples were then diluted in PBE buffer and transferred into black 96-well plates. 
picogreen 1X (Sigma-Aldrich, US) was added at 1:1 volume ratio, the plates were 
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wrapped with aluminum foil and incubated for 10 minutes at room temperature before 
reading using a POLARstar Optima plate-reader (BMG Labtech, Germany) at 
excitation and emission wavelengths of 480nm and 520nm, respectively.  

3 Results 

3.1 Scaffold Fabrication and Surface Characterization 

SEM micrographs confirmed complete leach out of porogen. The Results showed 
surfaces of pPCL had similar porosity, yet with smaller pores than that of nPCL (Fig. 
1A). pPCL pores was produced from empty space of leached porogen whereas pores 
on surface of nPCL were produced from the arrangement of PCL grains. In pPCL, the 
crossection porosity (16.0±1.2%) was more than 10 times higher than that of the surface 
(1.3±1.1%), of which 63% of pores were less than 200 µm2 and few pores with area 
larger than 500 µm2 due to porogen aggregation (Fig. 1B). AFM results showed similar 
root-mean-square (RMS) surface roughness between 2 groups (Fig. 1C). 

 
Fig. 12. SEM micrographs of surface and crossection of nPCL and pPCL struts and their porosity 
(A). Pore size distribution of surface and crossection of nPCL and pPCL analyzed using image 
processing software ImageJ (B). Data are expressed as mean ± SEM (n=8). AFM micrographs of 
nPCL and pPCL surfaces and their RMS surface roughness (RMS) (C). Data are expressed as 
mean ± SEM (n=6). 

3.2 Drug loading and release 

The results of drug loading efficacy showed microporous structure significantly 
increased the efficacy from 86±2% to 97±1%. Stereomicroscopy images illustrated 
DOX was distributed evenly in both nPCL and pPCL scaffolds (Fig. 2A). Besides, 
confocal images indicated the even distribution of DOX on the surface of bars of nPCL 
scaffolds whereas in pPCL scaffolds, DOX was also distributed on surface and into the 
inner porous structure of pPCL struts (Fig. 2B). 
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Fig. 13. Bright field images of nPCL and pPCL with/without DOX loading (A) and fluorescence 
images of nPCL and pPCL loaded with DOX (B). 

The effects of pH and ionic strength on the release profile of DOX were 
characterized. Results after 2 weeks indicated pH had stronger effect on release profile 
of pPCL than that of nPCL (Fig. 3A). In pPCL group, the release amount was 
significantly increased when the pH decrease in all doses. For nPCL, they also showed 
the same trend of increasing in the amount released when the pH decreased, however 
the increase was much lower as compared to pPCL.  

 
─ Fig. 14. Drug release of DOX loaded scaffolds in PBS pH 7.4, pH 5.5 and SBF pH7.4. Data 

are expressed as mean ± SEM (n=6). 

About burst release properties, thanks to the microporous structure, the burst releases 
of pPCL were minimized and significantly lower than that of nPCL. Besides reducing 
burst release, microporous structure also gave sustain release profile for pPCL. After 
burst release, pPCL was sustainably release until day 5 and then started to significantly 
slow down; whereas, nPCL only showed the small increase in the first 3 days and then 
significantly dropped in the releasing rate.  

Then, the drug release results in different ionic strength conditions indicated the 
stronger the ionic strength, which mean higher ion concentration, the higher the release 
amount of DOX from scaffolds (Fig. 3B). After 14 days, there was a significant increase 
in the amount released in SBF as compared to that of PBS solution. Comparing the 
burst release, pPCL showed lower burst release as compared with nPCL. Last but not 
least, SBF strongly enhance the sustainable release of pPCL from 5 days in PBS up to 
14 days. All in all, it can be said that the porous structure helped reduced the burst 
release and increase the sustainability for PCL scaffolds and low pH and high ionic 
strength could enhance the release of DOX. 
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3.3 In vitro cell proliferation assay 

The results from PicoGreen DNA quantification showed a strong dependence of cell 
proliferation on DOX concentration (Figure 4). As DOX concentration increased, DNA 
amount per µg DOX significantly decreased. Compared between nPCL and pPCL, 
PicoGreen results showed DOX loaded pPCL still maintained chemotherapeutic effect 
against MDA-MB-231 cells, yet less than DOX loaded nPCL thanks to the reduction 
of initial burst release. 

 
─ Fig. 15. PicoGreen results. DNA amount of MDA-MB-231 cells cultured with PCL 

construct with and DOX for 2.Data = mean ± SEM (n=4). * is p<0.05; ** is p<0.01. 

4 Discussion 

The purpose of this research was to introduce a new method to fabricate and 
characterize 3D printed scaffolds with microporous struts for breast reconstruction and 
chemotherapy drug delivery applications. PCL, an FDA approved biocompatible 
polymer with low melting temperature, which makes it easy to be customized, was 
chosen as an input material. The SEM micrograph and PBS turbidity confirmed the 
validity of this method to generate microporous structure by the completion of porogen 
leached out and even distribution of micropores throughout the strut structure. Results 
from DOX loading showed microporous structures can improve drug loading efficacy 
up to 97%. Besides, pPCL also had higher interaction with DOX thanks to the increase 
in surface area generated from the microporous structure. DOX are macromolecules 
positively charged by their amine groups and are expected to form ionic interaction 
with carboxyl group of PCL molecules [6, 7]. The interaction makes DOX loaded pPCL 
more sensitive to pH, which is very beneficial to target the micro environment of 
tumour, which has low pH down to 5.5. Moreover, under complex ionic condition in 
SBF, pPCL also had a better release profiles with the substantial release up to 14 days 
whereas the release of DOX from nPCL was significantly slowed down after 4-5 days. 
In PBS pH 7.4, the ionic strength in the solution was not strong enough to breakdown 
DOX-PCL interaction in on surface of strut and also pores’ surface; therefore, pPCL, 
which had higher surface area thanks to the porous structure, release less as compared 
to nPCL. Low burst release and long substantial release were strong advantages of 
pPCL as they could prolong the DOX concentration in the effective range. Lastly, the 
cell proliferation results indicated DOX loaded pPCL could maintain chemotherapeutic 
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effect and reduce cytotoxicity. Though rapid anticancer effect would be more favorable, 
other factors including cell viability of normal cell and maximum tolerate dose should 
also be considered when choosing the doses. 

5 Conclusion 

Local drug delivery for postmastectomy patients with breast reconstruction remains a 
challenge due to the lack of local drug delivery systems, the systemic cytotoxic of 
chemotherapeutic drugs and the risk of cancer recurrence which may require implant 
removal. By using the implant as the drug carrier, it can solve the problem of local 
delivery, decrease the systemic side effects and prevent recurrent cancer. In this study, 
3D printed scaffolds with microporous struts were fabricated and characterized as a 
drug carrier for DOX. The microporous scaffolds were sufficiently fabricated and their 
surface roughness was not altered. The drug release profiles indicated pPCL had 
potential for local targeted drug delivery application. However, further study need to be 
done to determine the optimum doses that would have sufficient chemotherapeutic 
effects with minimum cytotoxic to healthy cells. 
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Abstract. Pericardial tissues have been studied and applied in biomedicine, 
especially in the cardiovascular field as vascular grafts for their advantages of 
availability, excellent biocompatibility, and low rate of infection. Porcine 
pericardial tissues with similar adequate biological and mechanical properties 
have also recently been in great interest for cardiovascular transplantation. Our 
study focused on the fabrication of vascular patch from acellular porcine 
pericardium. Porcine pericardium was collected and decellularized, which were 
then undergone the treatment in glutaraldehyde for sterilization and cross-linking. 
The results demonstrated that glutaraldehyde presented a great effectiveness in 
sterilization and increase the tensile strength of pericardium, which was also 
confirmed by the degradation resistance in plasma and collagenase solution. MTT 
assay confirmed liquid extracts from the glutaraldehyde treated pericardium 
caused no cytotoxicity towards human fibroblasts. Additionally, SEM image 
indicated that the treated pericardium can support an appropriate attachment of 
human endothelial progenitor cells. Taken together, our results demonstrated the 
glutaraldehyde treated pericardium to be a suitable patch material for further 
application in cardiovascular field as vascular grafts. 
Keywords: pericardium, decellularization, patch, cardiovascular 

1 Introduction 

Cardiovascular diseases remain the leading cause of death for both men and women in 
the world, such diseases killed approximately 17.5 million people in 2012, that is 3 in 
every 10 deaths [1]. For patients, taking medication can help alleviate symptoms, but 
there are several possible side effects associated with the medicine. Based on the fact 
that it is more beneficial to treat the root cause by repairing injured tissues, there has 
been much study aiming at determining a new patch material with potential advantages 
for the heart and blood vessels repair. In terms of cardiovascular patching, animal 
originated pericardium with advantage of ready availability, excellent biocompatibility, 
and a low rate of infection, has been developed and tested in preclinical and clinical 
studies [2-4]. Porcine pericardial tissues were demonstrated for adequate biological and 
mechanical properties [5], and also represented a great interest for cardiovascular 
transplantation recently. Previous reports of Gauvin, R., et al (2013) suggested that due 
to their structure and cross-linking of the collagen bundles, the porcine pericardium 
might be regarded as an suitable alternative for cardiovascular disease treatments [5]. 
In the present study, we focus on developing an efficient procedure for vascular patch 
preparation from porcine pericardium. 
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2 Materials & Methods 

2.1 Preparation of glutaraldehyde treated acellular porcine pericardium 

Porcine pericardium samples were harvested and decellularized according to our 
previous publication [6]. Briefly, pericardium samples were washed thoroughly with 
PBS, followed by the decellularization in 10 mM Tris-HCl (Merck, USA) for 8 hours, 
and 0.1% SDS (Sigma, USA) for 12 hours. Finally, all specimens were rinsed for 90 
minutes in PBS to remove residual chemicals and cellular remnants. The acellular 
pericardium samples were then treated in 0.05% glutaraldehyde for 24 hours for the 
vascular patch (porcine pericardium derived vascular patch - PPVP) preparation, which 
was followed by washing in NH4Cl and PBS for 24 hours. 

2.2 Mechanical testing 

5×2 cm PPVP strips were mounted into holders and mechanically examined for 
response to stress relaxation and fracture behavior by extending to fracture at an 
extension rate of 50 mm/min as described previously (Sung et al., 1999). The 
mechanical testing was conducted in an EZ50 universal testing machine (Lloyd 
Instruments, UK) equipped with NEXYGENPlus material test and data analysis 
software. The native pericardium tissues were used as the control group. 

2.3 In vitro enzyme degradation resistance 

PPVP samples were freeze-dried and incubated in collagenase solution (Sigma, 
USA) (100 mg of dried sample per 1 ml of collagenase solution), at 37oC for 24 hours, 
followed by washing in PBS and the 2nd freeze-dried to determine the percentage of 
losing mass. Additionally, PPVP samples were tested for enzyme resistance in an in 
vivo mimicking environment by incubating in human plasma at 37oC for up to 14 days. 
Mechanical properties of the incubated samples were recorded to evaluate enzyme 
degradation resistance. 

2.4 MTT assay 

Liquid extract was prepared by incubating PPVP in culture medium (6 cm2 per ml) 
at 37◦C for 24 hours according to ISO 10993/12. Meanwhile, human fibroblasts were 
seeded into 96 well-plate with 4 × 103 cell per well, and cultured for 24 hours. Liquid 
extract was harvested and added as test group. Culture medium as used as a blank group, 
and liquid extract from Latex gloves was used as positive group which caused cytotoxic 
towards cells. After incubation for 24 hours, the liquids were replaced by culture 
medium containing 0.5 mg/ml MTT (Sigma, USA), and cultured for another 4 hours. 
Medium was removed, 100 µl DMSO (Sigma, USA) was added into each well. The 
absorbance at 575 nm was determined using a spectrophotometer (Perkin, USA). 
Relative growth rate (RGR) was calculated upon OD575 values according to ISO 
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10993/5 protocol as RGR (%) = (ODtest group / ODblank group) × 100). If RGR value 
as reduced more than 30%, liquid extract would be considered to cause cytotoxic effect 
(ISO 10993/5). 

2.5 Evaluation of cell attachment and proliferation on the membrane 

Human endothelial progenitor cells (hEPCs) were seeded at a density of 104 
cells/cm2 on PPVP. The attachment and morphology of hEPCs on the PPVP were 
observed at 24 hours by scanning electron microscope (SEM). Furthermore, hEPCs 
proliferation on PPVP was monitored by MTT assay.  

3 Results  

3.1 Properties of porcine pericardium derived vascular patch (PPVP) 

Acellular porcine pericardium was prepared by our previous protocol, and was 
demonstrated to be cell-free which indicated via the absence of nuclei remnants in 
Hematoxylin and Eosin section, and a extremely low DNA content (which must be less 
than 50 ng DNA per mg dried weight of sample) (Data not shown). The use of 
Glutaraldehyde represented a great effect on sterilization of porcine pericardium. There 
was no bacterial colonies presenting surrounding 0.05% glutaraldehyde treated porcine 
pericardium, which was found with a great amount in native samples (see Fig.1. A). 
Mechanical properties of PPVP (strain in percentage) was significant increased in 
comparation with native tissue (see Fig.1. B).  

 
Fig. 1. Properties of porcine pericardium derived vascular patch (PPVP). A – Sterilization 

testing on bacterial culture agar. B – Mechanical testing. nP: native pericardium. 0.01%: 0.01% 
glutaraldehyde treated porcine pericardium. 0.05%: 0.05% glutaraldehyde treated porcine 
pericardium. gR: gamma irradiated pericardium as control.  
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3.2 In vitro enzyme degradation resistance 

The native pericardium samples were completely degraded in collagenase solution 
(see Fig. 2. A)., whereas, PPVP remained the intact appearance and more that 85% 
dried mass after 24 hour incubation in collagenase (see Fig. 2. B). PPVP also preserved 
its mechanical properties in plasma solution, which was indicated by a limitation in 
strain change after 14 days of plasma incubation (see Fig. 2. C).  

 
Fig. 2. In vitro degradation of PPVP. A – native pericardium incubated in collagenase. A –

PPVP incubated in collagenase. C – strain (%) of PPVP at day 0 and day 14 incubation in plasma. 

3.3 In vitro cytotoxicity 

Liquid extract of PPVP had no effect on cell viability indicated by normal cell 
morphology after incubation for 24 hours (see Fig. 3. A, B), and RGR value which was 
found to be as high as RGR value of group treated with culture medium (see Table 1). 
On the other hand, liquid extract from latex gloves as positive control expectedly caused 
cytotoxic to cells after incubation for 24 hours (see Fig. 3. C). 

 
Fig. 3. In vitro cytotoxicity assay. A – human fibroblast in culture medium. B - human fibroblast 
in liquid extract from PPVP. C – human fibroblast in liquid extract from Latex as positive control. 

3.4 hEPC attachment and proliferation on PPVP 

hEPCs were used to examine cell attachment support of PPVP. EPCs were seeded onto 
PPVP samples and visualized by SEM. SEM images revealed EPCs morphology on 
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PPVP. EPCs attached onto pericardial matrix and speaded into polygonal-rounded 
appearance after culturing for 48 hours (see Fig. 4. A white arrow). EPCs were 
demonstrated to proliferate on PPVP which was shown in the increase OD value from 
day 1 to day 7 by MTT assay (see Fig. 4. B) 

 
Fig. 4. hEPC cultured on PPVP. A – SEM image of hEPCs on PPVP. B – hEPC 
proliferation on PPVP. 
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Abstract. Zinc based alloys possess a number of attractive 
characteristics that make alloys potential candidates to use as implants 
for load bearing applications in the medical industry due to its good 
biocompatibility and biodegradability. In this current work, a number of 
binary Zn-Mg alloys were investigated in term of phase constitutions, 
microstructure, and mechanical propertie. Magnesium was selected to 
tune mechanical properties of pure Zn. An optical metallographic 
microscope inspected the microstructures of alloys and SEM equipped 
with EDS analyser. Mechanical properties were tested using standard 
tensile testing instruments. The results demonstrated that the as cast 
Zn-Mg alloys don’t have sufficient mechanical properties for the most 
implant applications while the as hot rolled Zn-0.4 Mg profoundly 
modified the mechanical properties and biodegradability of pure Zn. 
The alloy showed a good potential for use in a new generation of 
biodegradable implants. 
Keywords: Implant, mechanical properties, microstructure, zinc alloy. 
 

1 Introduction 
Biomaterials are intended to be implanted in the human body as constituents of 

devices to perform certain biological functions by substituting or repairing tissues [1]. 
The adverse effects of the conventional permanent implant materials, such as migration, 
mechanical mismatches between bone and implant, chronic inflammation or infection 
of body tissue caused by the toxic corrosion products and wear debris effects on a 
cellular level often accompany the use of the implant materials [2]. To mitigate the 
long-term side effects associated with permanent implants, a new generation of 
biodegradable metal implants are currently being developed [3-4]. The concept of this 
kind of biodegradable metals is providing a temporary support for the healing process 
of diseased tissue and progressively degrades thereafter [2-4]. Implants made from 
biodegradable metals possess three distinguishing features including (1) temporary 
support; (2) degradation; and (3) positive interaction (bioactive). They offer many 
advantages in load-bearing applications compared to the nondegradable ones including 
the elimination of a second removal surgery that could be required otherwise, 
facilitation of tissue regeneration and healing by providing temporary mechanical 
support as diseased tissues restore their functions or new cells gradually replace the 
defects produced through biodegradation. Investigations in this field are ongoing as 
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researchers strive for optimized materials that can fulfil clinical requirements, including 
controllable degradation rates, prolonged mechanical stability, and excellent 
biocompatibility. 

Zn and Zn-based alloys have been recognized as highly promising biodegradable 
materials for clinical applications, for example, orthopedic implants and cardiovascular 
stents due to their proved biocompatibility and proper degradable behaviours [3, 5-10]. 
Bowen et al.[3, 5] conducted an animal trial by implanting Zn wire in rat abdominal 
aorta for up to 6 months and found that it remains intact for 4 months, degradation 
accelerated after 4 months thus ensuring timely degradation of the implant.  Drelich et 
al [6] characterised a 20 months surveillance of zinc implant in the murine artery, and 
found that zinc wires implanted in the murine artery exhibit steady corrosion without 
local toxicity for up to at least 20months post-implantation. Another recent research [7] 
on the degradation mechanism of pure zinc stent has shown that the pure zinc stent 
remained its mechanical integrity for 6 months and degraded 42 ± 30% of stent volume 
after 12 months implantation. The degradation of pure zinc stent showed an excellent 
biocompatibility with no severe inflammation, platelet aggregation, thrombosis 
formation or obvious intimal hyperplasia. With these favorable physiological 
degradation behaviours, it is believed that zinc has a great potential for developing 
biodegradable stents. 

The major drawback of the pure Zn as a structural material for biodegradable implant 
application is its low mechanical properties. Developing high strength and ductility zinc 
with sufficient hardness, while retaining its biocompatibility, is one of the main goals 
of metallurgical engineering. A considerable number of researches have been 
conducted in order to achieve the desired mechanical properties through alloying 
chemistry and thermomechanical processing [8-12]. Mechanical properties and in vitro 
biodegradation behaviours of as-cast Zn–Mg alloys with Mg ranging from 0.5 to 3 wt 
% have been investigated by Vojtech et al [9]. It was found that degradation rate of Zn–
Mg alloy in the BSF did not change significantly with various Mg percentages, and 
through Mg alloying chemistry, the strength and elongation reached around 190 MPa 
and 1.8% in the as cast condition. Li et al [10] have investigated the Zn-1X binary alloys 
with nutrient alloying elements Mg, Ca and Sr. their experimental study showed adding 
Mg, Ca and Sr, the UTS and elongation of as-cast Zn-1X binary alloys are significantly 
improved to 185 MPa and 1.82% (Zn-1Mg); 165 MPa and 2.1% (Zn-1Ca); and 171MPa 
and 2.03% (Zn-1Sr). After hot rolling or hot extrusion, the YS, UTS and elongation of 
Zn-1X binary alloys are further improved. Gong et al [11] compared in vitro 
biodegradation behavior, mechanical properties, and cytotoxicity of biodegradable Zn–
1Mg alloy, revealed that as-cast Zn–1Mg suffered from significant nonuniform 
microgalvanic corrosion and extruded Zn–1Mg alloy with homogenous microstructure, 
uniform and slow biodegradation, improved mechanical properties and good 
biocompatibility is a suitable candidate material for load-bearing biodegradable implant 
application. Kafri et al [12] have investigated as-cast Zn–1.3% Fe alloy to identify the 
corrosion rate affected by adding Fe elements and found the corrosion rate of Zn-
1.3%Fe nearly doubled in vitro and vivo conditions since the formation of Delta phase 
(Zn11Fe) generates the microgalvanic effect. Sikora-Jasinska et al [13] indicate that Ag 
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has a positive influence on mechanical properties, antibacterial properties and 
biocompatibility of Zn matrix.  

In this research, we sought to systematically investigate the suitability of as-cast and 
as rolled Zn–Mg alloys as a biodegradable implant material in terms of mechanical 
properties. Zn–Mg alloys with addition of Mg from 0.1-0.8% were selected due to their 
good mechanical properties as shown in the previous study. 

 
2 Materials and methods 

Pure Zn (99.99%) and a Zn-30Mg master alloy were melted in an induction furnace 
to make designed alloys of pure Zn, Zn-0.1Mg, Zn-0.2Mg, Zn-0.3Mg, Zn-0.4Mg, Zn-
0.5Mg, and Zn-0.8Mg. The alloyed melt was casted in a steel mould to make Zn–Mg 
alloy plate with a dimension of 150 mm (Length) x 100 mm (Height) x 20 mm (Depth). 
The selected cast plates for pure Zn, Zn-0.4Mg alloy and Zn-0.8Mg alloy were hot 
rolled to 1 mm thick sheet through multiple rolling passes at 250°C. Tensile test 
specimens were cut using EDM wire method according to ASTM-E8-04. The tensile 
tests were performed on an Instron single axis servo-hydraulic testing system with a 
load rate of 0.1mm/min. Fracture morphology was observed using a desktop SEM 
(Hitachi TM3030) equipped with energy-dispersive X-ray spectrometers. Specimens 
for metallographic inspection were ground by silicon carbide abrasive papers with 
successive grades from 400 to 2000 and polished with 0.5 μm diamond suspension. 
Micrographs were obtained by a Leica Polyvar microscope with polarized light after 
anodizing using a 4.6% HBF4 solution for about 25 s at 15V. 

 
3 Results and Discussions  

─  
3.1 Microstructure 

Macrostructure and microstructure of as cast pure zinc as shown in Fig. 1 consists of 
very coarse grain structures with the average grain size of 3094.96 ± 841.44 µm. 

 
Fig. 1 (a) Macro- and (b) Micro- structure of pure zinc 
With the addition of the 0.1% of Mg, grain size of the Zn–Mg alloy was significantly 

refined to around 180 µm as shown in Fig. 2a, grain size was further reduced to160 µm, 
100 µm, 80 µm, 70 µm and 65 µm with the further increase the Mg content to 0.2%, 
0.3%, 0.4% and 0.5%. At the same time, the increase volume ratio of the eutectic phase 
at grain boundary can be observed because the solid solubility of Mg in Zn is lower 
than 0.01 wt % (Fig.2b-e). With the addition of the 0.8%Mg, grain size was increased 
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to about 100 um as shown in Fig.2f, a typical hypoeutectic microstructure consisting of 
primary Zn dendrites and a eutectic mixture was observed.     

 
Fig. 2 Microstructure of the as cast Zn-Mg alloys (a) Zn-0.1Mg, (b) Zn-0.2Mg, (c) 

Zn-0.3Mg, (d) Zn-0.4Mg, (e) Zn-0.5Mg and (f) Zn-0.8Mg 
Fig. 3 showed the microstructure of the as hot rolled pure Zn, Zn-0.4Mg alloy and 

Zn-0.8Mg alloy. After hot rolled, the grain structure became more homogeneous and 
smaller compared with their as-cast counterparts, and large dendritic grains of as-cast 
Zn–Mg disappeared and uniform small equiaxial grains formed. At the same time, 
eutectic phase transformed into smaller precipitates due to high shear stress generated 
during the rolling process and recrystallization at high temperature.  

 
Fig. 3 Microstructure of as hot rolled (a) pure Zn, (b) Zn-0.4Mg, and (c) Zn-0.8Mg 
 

3.2 Mechanical Properties and Fracture Morphology 
Fig. 4a shows the effect of Mg addition on tensile properties of the as-cast Zn-Mg 

alloys, and the tensile properties of the as-cast pure Zn are very low with ultimate tensile 
strength (UTS) 29.7 MPa, yield strength (YS) 27.5 MPa, and elongation of 0.62%, 
respectively. With the addition of the alloying elements Mg, the UTS and YS of the as-
cast Zn alloy samples were significantly improved, for instance, the UTS and YS of the 
as-cast Zn-0.1Mg alloy were increased to 81.5MPa and 72 MPa. With the addition of 
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0.8% Mg, the UTS and YS of the as-cast Zn-Mg alloy were reached to 120MPa and 
112 MPa. On the other hand, no noticeable improvement to the elongation of the Zn-
Mg alloys can be observed with the increase of Mg addition. 

Tensile strain-stress curves of the as-rolled pure Zn, Zn-0.4Mg and Zn-0.8Mg alloy 
samples were shown in Fig. 4b. After hot rolling, the YS, UTS and elongation of Zn-
based ternary alloy samples are remarkably improved. UTS, YS and elongation for 
unalloyed pure Zn were reached to 118 MPa, 85 MPa and 26.8%, which represented 
4.0, 3.1, and 48.7 times improvement respectively compared to the as cast unalloyed 
pure Zn. For both Zn-0.4Mg and Zn-0.8Mg alloys, the UTS, YS, and elongation in the 
as hot rolled condition were reached to 230 MPa, 225 MPa, 23%; and 268 MPa, 260 
MPa, and 7.2%, which were also increased significantly. However the reduction of the 
elongation of the as rolled Zn-Mg alloys were noticeable with the increase of the Mg 
addition.  

 
Fig.4  (a) The effect of the Mg addition on tensile properties of the as-cast Zn-Mg 

alloys, and (b) Tensile strain-stress curves of the as-rolled pure Zn, Zn-0.4Mg and Zn-
0.8Mg alloy 

Fig. 5 shows the tensile fracture surface of (a) as cast Zn-0.4Mg alloy, as-rolled (b) 
pure Zn, (c) Zn-0.4Mg alloy, and (d) Zn-0.8Mg alloy samples. The fracture surface of 
the as cast Zn-0.4Mg alloy (Fig. 5a) showed a typical brittle features characterised 
transgranular fracture with faceted texture and relative smooth with some tiny voids, 
the fracture surface shown little or no plastic deformation prior to failure. As rolled pure 
Zn exhibited typical dimple fracture features, and this is consistent with its excellent 
elongation performance (Fig. 5b). Tearing edges can be evidently observed on the 
fracture surface of the pure Zn. Small and uniform dimples can be obviously observed 
on the fracture surface. Fig.5 The fracture morphology of as rolled Zn–0.4Mg and Zn-
0.8Mg was the quasi-cleavage fracture, a mixture of brittle and ductile fracture (Fig. 5C 
and 5d). 

 
3.3 Discussions  

The implants are used to substitute for the human tissue, and their mechanical 
performance play an incredible role in order to support a damaged biological structure, 
or enhance an existing biological structure. As the 4th most common metal in use, Zn is 
most commonly used as an anti-corrosion agent rather than structure application. Only 
structure application of the Zn alloys is under the name of Zamak, the Zn alloying with 
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Al, Cu and Mg. Even the YS of these alloys is in the range of 200-360 MPa, their low 
ductility at around 2% and the addition of about 4 wt% Al make them unsuitable for 
the implant applications. Therefore there is emergent requirement to develop new alloy 
system for medical application.  

 
Fig.5 SEM fracture surface for tensile specimens of (a) the as cast Zn-0.4Mg alloy, 

the as rolled (b) pure Zn, (c) Zn-0.4Mg alloy, and (d) Zn-0.8Mg alloy. 
 Pure zinc has a lattice structure of Hexagonal Close Packed (HCP), with the Lattice 

c/a ratio of 1.856, higher than the ideal HCP ratio of 1.633, and very low basal critical 
resolved shear stresses (CRSS) of 0.2 MPa [14]. Therefore pure Zn presents a low yield 
strength. Mg has been considered as a potential alloying element to improve the 
mechanical properties of Zn and also to tailor the degradable rate and profile for various 
implant applications. According to Zn–Mg phase diagram, the Zn-Mg alloys are in a 
eutectic system with the eutectic point corresponding to about 3 wt % of Mg, and the 
solid solubility of Mg in Zinc is in less than 0.01 wt %. Such low solid solubility of Mg 
in Zinc means a very limited solid solution strengthening can be achieved in the alloy 
system. 

The enhanced constitute phase for the hypoeutectic Zn-Mg alloys is the intermetallic 
compound Mg2Zn11. The hardness of the Mg2Zn11 is 4.7 time of the pure Zn, and 
Young’s modules is 42% higher than pure Zn [15]. The increase of Mg2Zn11 will 
improve the strength the Zn alloy, as revealed in Fig 5 Mg alloying exhibited effective 
strengthening effect for Zn alloy. However, with the low eutectic point of 3% Mg, the 
window for enhancement of the Zn-Mg alloy is relatively small. As concluded by 
Vojtech et al, Mg concentration must be lower than 3 wt %, otherwise Zn–Mg alloy 
will mainly contain brittle eutectic phase [9]. 
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Mg has a very high growth restriction factor in Zn, therefore Mg refines the as cast 
grain structure of Zn effectively. As demonstrated in Fig. 1 and Fig. 2, even with as low 
as 0.1% Mg concentration, it can still refine the grain structure from around 3000 µm 
to 180 µm. based on the Hall Petch relation, the yield strength has an inverse square 
root relation with grain size. The strengthening of the refined grain is associated to the 
fact of more grain boundaries, more barriers to slip. The other problem for the as cast 
Zn-Mg alloys is their low ductility with less than 1% elongation, the addition of Mg has 
almost no effect on the ductility, this is probably due to the cast defect, residual stress, 
etc.  So it is obvious that the unsatisfactory mechanical properties of the as cast Zn-Mg 
alloys need further modification in order to meet the requirement of the various 
biomedical applications, for example develop more complicated alloy system.   

Fig. 5b indicated that that the thermomechanical processing such as hot rolled 
significantly improve the microstructure and mechanical properties of the Zn-Mg 
binary alloys. This is mainly attributed to (1) thermal deformation process results in a 
great reduction of the grain size through work hardening, dynamic recovery and 
recrystallization; (2) elimination of the cast void defects; and (3) homogeneous of the 
grain structure. 

Conflict Of Interest 
The authors declare that they have no conflict of interest. 
 
Reference  
M. Navarro, A. Michiardi, O. Castano, and J.A. Planell. Biomaterials in orthopaedics. Journal 

of The Royal Society Interface 5 (2008) 1137–1158. 
N. J. Hallab. A review of the biologic effects of spine implant debris: Fact from fiction. 

International Journal of Spine Surgery 3 (2009) 143–160. 
H. Hermawan, Biodegradable Metals from Concept to Applications. 2012 Springer 

Heidelberg New York, Dordrecht London. DOI 10.1007/978-3-642-31170-3.  
P.K. Bowen, E.R. Shearier, S. Zhao, R.J. Guillory, F. Zhao, J. Goldman, and J.W. Drelich. 

Biodegradable metals for cardiovascular stents: from clinical concerns to recent Zn – alloys. 
Advanced Healthcare Materials 5 (2016) 1121–1140. 

P.K. Bowen, J. Drelich, J. Goldman. Zinc exhibits ideal physiological corrosion behavior for 
bioabsorbable stents. Advanced Materials 25 (2013) 2577–2582.  

A.J. Drelich, S. Zhao, R.J. Guillory, J.W. Drelich, J. Goldman. Long-term surveillance of zinc 
implant in murine artery: Surprisingly steady biocorrosion rate. Acta Biomaterialia 58 (2017) 
539–549. 

H. Yang, C. Wang, et al. Evolution of the degradation mechanism of pure zinc stent in the one 
year study of rabbit abdominal aorta model. Biomaterials 145 (2017) 92-105. 

G.K. Levy, J. Goldman and E. Aghion. The Prospects of Zinc as a Structural Material for 
Biodegradable Implants—A Review Paper. Metals 2017, 7, 402; doi:10.3390/met7100402. 

Vojtech D, Kub asek J, Ser ak J, Nov ak P. Mechanical and corrosion properties of newly 
developed biodegradable Zn-based alloys for bone fixation. Acta Biomater 7 (2011) 3515–3522.  

H.F. Li, X.H. Xie, Y.F. Zheng, et al. Development of biodegradable Zn-1X binary alloys with 
nutrient alloying elements Mg, Ca and Sr. Scientific Reports 5. DOI 10.1038/srep12190 



88 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

H. Gong, K. Wang, R. Strich, and J.G. Zhou. In vitro biodegradation behavior, mechanical 
properties, and cytotoxicity of biodegradable Zn–Mg alloy. Journal of Biomedical Materials 
Ressearch B 103 (2015) 1632–1640. doi:10.1002/jbm.b.33341 

A. Kafri, S. Ovadia, J. Goldman, J. Drelich and E. Aghion. The Suitability of Zn–1.3%Fe 
Alloy as a Biodegradable Implant Material. Metals 2018, 8, 153; doi:10.3390/met8030153 

M. Sikora-Jasinska, E. Mostaed, A. Mostaed, R. Beanland, D. Mantovani, M. Vedani. 
Fabrication, mechanical properties and in vitro degradation behavior of newly developed Zn-Ag 
alloys for degradable implant applications. Materials Science and Engineering C 77 (2017) 1170–
1181. 

T. B. Britton, F. P. E. Dunne and A. J. Wilkinson. On the mechanistic basis of deformation at 
the microscale in hexagonal close-packed metals. Proc. R. Soc. A 471(2015) 20140881. 
http://dx.doi.org/10.1098/rspa.2014.0881  

C.C. Kammerer, S. Behdad, L. Zhou, F. Betancor, M. Gonzalez, B. Boesl b, Y.H. Sohn. 
Diffusion kinetics, mechanical properties, and crystallographic characterization of intermetallic 
compounds in the Mg-Zn binary system Intermetallics 67 (2015) 145-155. 

 

 
  



89 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

A suitable protocol to prepare decellularized porcine 
vessel for cardiovascular  

Quan To Minh1, Thang Bui Quoc2,3, Van Trinh Ngoc Le1, Tuyet Le Thi Vy1, Tri Le 
Quang4, Anh Pham Tho Tuan2, Ha Tran Le Bao1  

1 University of Science, Vietnam National University Ho Chi Minh City, Vietnam  
2 Department of cardiovascular surgery, Cho Ray Hospital, Ho Chi Minh city, Vietnam 

3 Department of cardiovascular surgery, University of Tsukuba, Tsukuba, Japan 
4 7A Military Hospital, Ho Chi Minh city, Viet Nam 

─ buiquocthang.vn@gmail.com 

Abstract. Although autologous and artificial grafts are commonly used to solve 
cardiovascular disease or trauma, decellularized vessels scaffolds are recent 
promising materials for vascular transplantation. The purpose of this study was 
to introduce a simple and effective protocol to prepare decellularized porcine 
vessels. Porcine carotid arteries (pCA) were decellularized by 3 commonly 
protocols SDS 0,5% for 24 hours or distilled water for 24 hours or Triton X100 
0,1% for 24 hours and our protocol, combination of SDS 0,5% 24 hours and 
distilled water for 24 hours. After removing the cells, structure and collagen were 
determined by Heamatoxylin/Eosin (HE) and Trichrome staining. In vitro 
cytotoxicity test on fibroblasts was performed according to ISO 10993-5. 
Additionally, mesenchymal stem cells (MSCs) were seeded on the acellular 
porcine carotid arteries (aCA) pieces to examine their attachment and growth for 
11 days. To investigate in vivo behaviors, aCA were implanted subcutaneously 
into mouse dorsal skin (Dacron grafts were used as control) and grafts were then 
isolated and stained with HE after 7, 14, 28 days. The results showed that our 
protocol removed all cells and maximally preserve extracellular matrix (ECM) 
comparing to other basis methods. aCA are non-toxic to fibroblast (level 0) and 
evoked weak inflammation in vivo which was absent in week 4 (similar to Dacron 
grafts). MSCs attached and grow successfully on the lumen of aCA. Conclusion: 
Our research may provide a promising protocol to prepare a potential vascular 
graft with its quality is suitable for cardiovascular surgery. 
Keywords: Porcine carotid, decellularization, vascular grafts, Dacron, 
xenogenic/allogenic transplantation. 

1 Introduction 

Extracellular matrix (ECM) is composed of extracellular molecules secreted by resident 
cells of each tissue, organ. Decellularization is a process to obtain ECM of 
tissues/organs by removing all native cells [1, 2]. Removal of cellular components can 
reduce immunogenicity of tissues/organs; component and structure of ECM 
(decellularizedtissues/organs) is similar to its native[3]. So, this process is commonly 
used in allogeneic and xenogeneic tissues/organs and ECM can be used as biological 
scaffold in regenerative medicine for replacement of damaged tissues/organs. Thus, 
decellularization is a useful method to face the greatest challenge of organ 
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transplantation, deficiency of donated organs/tissues. Some commercial products are 
AlloDerm®, Oasis®, CopiOs®...    
In vascular tissue engineering, carotids are suitable arteries for decellularization 
because of their size and mechanical resistance [4, 5]. Decellularized carotids can be 
used in bypass surgery or used as vascular patches for healing leaky blood vessels. Some 
common decelluarizing reagents such as sodium dodecyl sulfate (SDS), Triton X100, 
distilled water… are intended to alter ultra structure and composition of carotids. The 
intent of decellularizing protocols is to combine many different reagents to retain 
maximally ECM. In this study, we aim to make a simple and effective decellularization 
protocol for porcine carotids (pCA). 

2 Method 

Decellularization methods: pCA were obtained from a local slaughter house and 
transferred to laboratory in cold phosphate buffer saline (PBS). Adjacent tissues such 
were removed carefully. pCA were shaken in one of these methods (5 arteries/method): 
SDS (Sigma) 0,5% (in PBS) for 24 hours at room temperature (RT), distilled water for 
24 hours, Triton X100 (Sigma) 0,1% (in PBS) for 24 hours at RT, and combination of 
SDS 0,5% (in PBS) 24 hours with then distilled water for 24 hours at RT. Efficiency 
was evaluated by Heamatoxylin/Eosin (HE) and Trichrome staining.  
In vitro cytotoxicity test was performed according to ISO 10993-5. Fibroblast cells were 
seeded into 10 wells of 4-well plate with concentration of 3x104 cells/well and incubated 
at 37oC, 5% CO2 for 1 day. After 1 day, these wells were divided to 2 groups: sample 
group included five pieces (3x3 mm2) of acellular pCA (aCA) were placed on the 
fibroblast layer of 5 wells; and second group for control in other 10 wells which 
contained only fibroblast layer. 1 day after, cell appearance and viability were observed 
by microscope and performed by MTT assay (MTT 5 mg/ml was added into wells of 
both groups (10 µl/well) and incubated in dark, 37oC for 4 hours) at wave length of 495 
nm. Then, formazan crystals were dissolved in absolute DMSO for 4 hours and optical 
density (OD) was measured at wavelength of 495 nm.  
Adipose – derived stem cells (ADSC)were cultured in DMEM//F12 containing 10% 
FBS (fetal bovine serum). ADSC were isolated by Trypsin/EDTA and adjusted to 2x105 
cells/ml, then seeded onto lumen of aCA pieces (10 µl/piece) and incubated in 37oC for 
2 hours. After that, these pieces were cultured in 37oC, 5% CO2 through experimental 
period. On the 1st, 3rd, 5th, 7th, and 9th days, MTT assay was performed with 5 aCA pieces 
with ADSC-seeded and 5 aCA pieces without ADSC for control.  
In vivo cytotoxicity test was performed by using one piece of aCA (3x3mm2), which 
was implanted subcutaneously into one side of mouse dorsal skin, other side was 
implanted by Dacron graft (control group). On the 7th, 14th, and 28th days, grafts were 
isolated and tested by HE staining (3 mouse per day). 

3 Result 

 Decellularization: HE and Trichrome staining of treated pCA were shown in Fig. 1. 
The results showed that native pCA composed of 3 layers contained extensively cellular 
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components. When using separately, SDS 0.5% (24h), Triton X100 0.1% (24 h), 
distilled water (2h) removed cellular components and retained 3 layer structure of ECM 
with different levels and none of these methods removed all resident cells. When 
combining together, 2-step protocol including SDS 0.5% (24h) and distilled water (2h) 
completely removed native cells and retained structure integrity and collagen of ECM. 
This method was used to create aCA for next examination. 
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Fig. 1. HE and Trichrome staining of treated CAs (x100). A, C, E, I: HE staining, B, D, F, J: 
Trichrome staining. A, B: control, C, D: Triton X100 0.1% (24h), E, F: Distilled water (24h), 
G, H: SDS 0.5% (24h), I, J: SDS 0.5% (24h) + distilled water (24h).  Arrow: cells 

In vitro cytotoxicity test: The results showed: in sample group, few fibroblast cells were 
dead or detached from dish, most of cultured cells hold elongated appearance similar to 
cells in control group. MTT assay showed that OD rate of sample (0.226) and positive 
control (0.235) was 96% (level 0). According to ISO 10993-5, cytotoxicity of aCA is 
0. Thus, aCA are non-toxic in vitro. 
 

 

 

 

 Fig. 2. Cell appearance in cytotoxicity in vitro test (x100). A. aCA, B: control (cells in 
culture medium). Arrow: cell, arrowhead: aCA 

ADSCs growth: HE staining and MTT assay showed that cells were attached to aCA 
on day 1, grew from day 1st to 7th, declined from day 7th to 9th. 
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Fig. 3.Growth of MSC on aCAs. A, B: HE staining (x200),A; Day 1, B: Day 7, Chart: growth 
curve Arrow: ADSC, arrowhead: aCAs. 

 
In vivo cytotoxicity: After implanting, suture was healed after 4-5 days, some 
inflammation signs such as swelling, redness didn’t appear after 28 days. HE staining 
showed that inflammation evoked by aCA was similar to Dacron grafts during a period 
of 28 days. On day 7, hemorrhage, lymphocytes (T and B) and fibrous connective tissue 
appeared around the grafts (both aCA and Dacron). On day 28, lymphocyte was absent, 
hemorrhages went away and fibrous connective tissue invaded more deeply to aCAand 
Dacron grafts (Fig. 4). 
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Fig. 4. Results of in vivo cytotoxicity test. A: aCA and Dacron in a mouse, B: Histological 
result of Dacron (200X). C, E, G:  histological results of implanted aCA (200x), D, F, H: 
histological results of implanted Dacron (200x). C, D: day 7, E, F: day 14, G, H: day 28. h: 
heamarage, con: connective tissue, lym: lymphocyte. 

4 Discussion 

More 116.000 people around the world are on national waiting list until August 2017. 
In 2016, only 33.611 transplants were performed all over the world and 20 people pass 
away every day while waiting a suitable organ [6]. Decellularization can create 
biological scaffolds composed of ECM to overcome the challenge of organ shortage for 
transplantation. In vascular tissue engineering, in 2017, over 600.000 coronary arterial 
bypass grafting were performed. About 1/3 patients don’t have suitable blood vessels 
for grafting [6, 7]. So, vascular tissue engineering play an important role in regenerative 
medicine to make artificial blood vessels for artery bypass grafting and for leaky blood 
vessels. Nowadays, to make acellular artery composed of ECM is one of many main 
trend in vascular tissue engineering. In this study, we used 3 common decellularizing 
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agents such as SDS, Triton X100 and distilled water to remove porcine carotids’ cells. 
SDS is an ion detergent, Triton X100 is a non-ion detergent and distilled water is a 
hypotonic agent. We aimed to find out a simple and efficient protocol for 
decellularization of pCA by combining these reagents. First, pCA were decellularized 
by SDS 0.5% for 24 hours or Triton X100 0.1% for 24 hours or distilled water for 24 
hour at RT to examine decellularization efficiency of each reagent. Histological results 
showed that none of these methods removed all native cell of pCA, SDS is the strongest 
decellularizing reagent and distilled water is the weakest. HE and Trichrome staining 
are convenient and required methods to examine decellularizationeffieciency. They 
show the structure, cell component and collagen in carotids before and after treatment. 
Based on these results, we made a combination method including SDS 0.5% for 24 
hours and distilled water for 24 hours. This process removed all cells and maximally 
preserved ECM. The next results showed that aCA is non-toxic for cells and is an 
appropriate substrate for the growth of MSC in vitro. In vascular tissue engineering, 
endothelial and smooth muscle cells are important cell lines. EC can make an 
antithrombotic layer and SMC enhance mechanical properties of vascular grafts but the 
disadvantages of these cells are the limited number of autologous cell and proliferation 
capacity [8]. Mesenchymal stem cells have higher proliferation capacity and ability to 
differentiate to EC and SMC in vitro, so application of MSC in vascular tissue 
engineering is increasing rapidly [9, 10]. When grafting subcutaneously into mouse 
skin, aCA evoke inflammatory responses similar to Dacron grafts (biocompatible 
commercial grafts in bypass surgery) throughout the experimental period. Although this 
study has some limitations: residual DNA in treated pCA should be quantified, other 
proteins of ECM such as elastin should be determined, some inflammatory cytokines 
in mouse should be measured …, this study provides initial results of decellularization 
of pCA. The final protocol uses only cheap and common chemicals including SDS, 
distilled water and phosphor buffer saline. This protocol is composed of 3 steps: shaking 
in SDS 0.5% for 24 hour, rinsing in PBS 36 hours and shaking in distilled water for 24 
hours. Cycle time is relatively short (84 hours) compared to other authors such as Boer’s 
cycle time (86 hours) or Daugs’cycle time (several days) [4, 5]. 

5 Conclusion 

The simple and effective decellularization method was successfully created for porcine 
carotids. 
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Abstract. Hydroxyapatite (HA), a mineral component of bones and teeth, has been 
widely studied for various medical applications. The purpose of this research is to 
compare the HA from diverse bovine sources and chemical synthetic in the 
respectively physical and chemical powder properties such as grain size, 
morphology, crystallinity, phase stability and chemical functional groups. Bovine 
HA (B-HA) were extracted from the fresh femur bones of adult bovine, calf and 
bovine bone bio-waste. Synthesized HA (S-HA) were prepared by chemical 
precipitation method with the pH 6.0 and 12.0 of mother liquor. All of HA samples 
then were calcined at 800 °C. The TEM observation illustrated that particle shapes 
and sizes of HA differed depending on their bovine sources. In addition, XRD and 
FT-IR results implied that pure HA have been successfully obtained in B-HA 
group while S-HA with high pH value of 12.0 occurred the phrase transformation 
after thermal treatment. 
Keywords: Hydroxyapatite, chemical reaction, bovine bone 

1 Introduction 
HA is an abundant mineral part of human hard tissue with its chemical formula of 
Ca5(PO4)3(OH)2 and molar ratio Ca/P of 1.67 [1][2]. HA can directly bond with native 
bone without formation of collagen interface layer, which usually appear in cases of many 
bio-inert material implantations [3]. Due to these properties, HA has been used for 
decades as an alternative biomaterial for bone grafting [4][5]. In fact, HA can either be 
synthesized from the chemical reactions or derived from the natural sources [6]. The 
laboratory synthesized HA can be obtained by using precipitation [7], ultrasonic [8], spray 
drying [9], sol-gel [10], multiple emulsion [11] and microwave assistant [12]. It is worth 
noting that the structural and the mechanical properties of synthetic HA can be modified 
by varying the processing method. However, these synthesis procedures might be 
complicated because of dependence on many factors such as the starting chemicals, 
concentration of the initial solution, pH maintenance and synthetic method. About the 
natural HA, it can be directly taken from common bio-waste sources such as eggshell 
[13], porcine [14], bovine [15], fish bone [16] by the one of the following methods as 
thermal decomposition [17], subcritical water process [18] or alkaline hydrolysis [19]. 
Besides, HA extracted from animal bone could be a non-stoichiometric material due to 
the presence of other calcium phosphate (CaP) phases or the trace ions such as Na, Mg, 
and Zn [20][21].  
Therefore, the manufacturing stage of HA from diverse sources and its final powder 



98 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

properties have been investigated as crucial factors to produce the desired biomaterials. 
There was some evidence that demonstrated the powder properties of nature HA 
corresponding to the different strains of animals. However, the factors influencing animal 
physique such as age have not been considered. Consequently, the primary purpose of 
this research is to compare the HA from different bovine sources in the respective physical 
and chemical properties such as grain size, morphology, crystallinity, phase stability, and 
chemical functional groups. The natural HA powders were obtained from fresh femur 
bones of adult bovine (HA-A), calf (HA-C) and bovine bones bio-waste (HA-W). In 
addition, the synthetic HA group with influencing factor of varying pH value at 6.0 and 
12.0 were also prepared for the comparison.” 
2 Materials and Methods 

2.1 Materials 

Calcium hydroxide (Ca(OH)2, 98%) and phosphoric acid (H3PO4, 85–87%) was 
purchased from GuangDong GuangHua Sci-Tech Co., Ltd, China. The fresh femur bones 
of adult bovine (2-3 years old) and calf (10-12 months old) were collected from a 
slaughterhouse while the bovine bone bio-waste was from a local animal boneyard 
2.2 Methods 

Hydroxyapatite synthesized by chemical reaction. S-HA samples were obtained from 
chemical substances through a 4-step process included stirring, pH adjustment, 
microwave irradiation and calcination. Firstly, Ca(OH)2 was mixed with H3PO4 at 1.67 
of Ca/P ratio to produce a precursor precipitation. Throughout the mixing process for 2 
hours, the pH of the system was maintained at pH 6.0 and pH 12.0. After that, these 
mixtures were placed in a micro-wave at the power of 750 W for 25 minutes and then 
calcined at 800 °C for 3 hours under ambient condition. 
 
Hydroxyapatite derived from bovine bone. HA was extracted from bovine bone by the 
same method in the previous research [22]. Briefly, the fresh femur bones were washed 
and went to the 5-hour boiling process in ambient condition and then 2-hour boiling 
process under pressure. The boiling procedure was repeated three times. After that, they 
were calcined at 800 °C for 3 hours. The HA obtained from femur of adult bovine, calf, 
and waste bone was labeled as HA-A, HA-C, HA-W in turn. 
 
Characterization. Firstly, the morphology and particle size of HA samples were 
analyzed by transmission electron microscopy (TEM) observation. Then, the crystal 
structure of each sample was characterized by X-ray diffractometer (XRD). Data were 
collected over the diffraction angles (2θ) from 20° to 80° with scanning speed of 2°/min. 
Fourier transform infrared (FT-IR) spectra of the samples were obtained with wave 
number from 4000 to 400 cm-1. 
3 Results and Discussion 
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Fig. 4. TEM images of HA with pH 6.0 (A), pH 12.0 (B), HA-D (C), HA-C (D), and HA-
W (E) at the magnification of 50.0k times with scale bar of 100.0 nm 
In the Fig. 1, the TEM images show the size and morphology of HA particles with the 
magnification of 50.0k times. HA at pH 6.0 and pH 12.0 had non-uniform shape 
distribution with early high agglomeration by forming neck between HA particles, 
bonding them together. It was, therefore, difficult to distinguish separate grain and the 
size of S-HA particles could not temporarily be estimated. In contrast with S-HA group, 
HA particles in B-HA groups had uniform spherical shape with their diameters varied 
according to the different bovine sources. In specific, the particle diameters of HA-A, 
HA-C and HA-W were approximately 200 nm, 100 nm, and 170 nm, respectively.  
From these results, they suggested that S-HA would be easy to achieve the 
interconnection in microstructure under the thermal treatment. About the B-HA, the 
bovine sources clearly had an impact on the calcination behavior such as the grain sizes 
of HA particles, which required for further investigations. Besides, the uniform spherical 
shape of HA particles, along with particle size, could be one of the important effect on 
their interactions with live cells [23]. 
 
The successful synthesis of HA from chemical reaction and bovine bone was confirmed 
by XRD and FT-IR analysis. In Fig. 2, the XRD patterns of all HA samples calcined at 
800 °C exhibited in sharp diffraction peaks, indicating a high crystallinity, and well 
matched with standard peaks of HA (JCDS File No.9-432) [24]. Briefly, the peaks of pure 
HA at diffraction angles as 2θ of 21°, 25°, 28°, 29°, 31°, 32°, 35°, 36°, 37°, 39°, 40°, 42°, 
43°, 45°, 46°, 48°, and 49° were fully showed in the spectra in both S-HA and B-HA. 
However, those of HA with pH 12.0 appeared strange peaks at the diffraction angle 2θ of 
29.2°, 43°, 47.3°, and 48.3°, which suggested the generation of tri-calcium phosphate 
(TCP) as by-product after the calcination.  

 

 
Fig. 5. XRD results of all HA samples. Blue asterisks indicate not HA peaks 
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at the 2θ angles of 29.2°, 43°, 47.3°, and 48.3°. 

 
Fig. 6. FTIR results of all HA samples. The red ellipse indicates the lack of 

hydroxyl band in the spectrum of HA with pH 12.0 
 
In Fig. 3, B-HA presents the FT-IR spectra of chemical functional groups in HA structure, 
which consists of hydroxyl (OH⁻ ) and phosphate (PO4

3-) band. For the OH⁻  band, two 
peaks at 3572 cm-1 and 631 cm-1 represented for hydroxyl stretching mode and vibrational 
mode (v1), respectively. Next, for the PO4

3- group consists of four vibrational modes v1, 
v2, v3, and v4. In detail, a peak at 954 cm-1 represented for v1 vibration, a weak peak at 
471 cm-1 represented for v2 vibration, two peaks at 1087 cm-1 and 1046 cm-1 represented 
for v3 vibration, and a set of peaks at 638 cm-1, 599 cm-1, and 574 cm-1 represented for v4 
vibration. In addition, the carbonate (CO3

2-) group can also be seen in the infrared 
spectrum. For v2 and v3 vibrations of CO3

2- group, a peak at 875 cm-1 indicated for v2 
vibration and two peaks at 1650 cm-1 and 1300 cm-1 indicated for v3 vibration [25]. The 
peak for v4 vibration of this group had very low intensity and hence it was not able to be 
seen. Beside the peaks of the main structure of HA but lack of OH⁻  peak at 3572 cm-1 as 
indicated by the red ellipse, the spectrum of HA with pH 12.0 noticeably presented the 
bands of PO4

3- stretch ν1 at 960 cm−1 and PO4
3- bend ν3 at 1122 cm−1 corresponding to 

TCP [26].  
From the XRD and the FT-IR results, HA derived from bovine bones had no signs of HA 
phase decomposition into secondary phases such as α-TCP, β-TCP, TTCP or CaO after 
calcination. In opposition to S-HA, although the temperature of 800 °C had been carefully 
chosen to transform the precursor precipitation into HA and prevent the appearances of 
other calcium phosphate (CaP) phases, these results indicated that decomposition into 
other CaP phrases in S-HA group has still considerably occurred. Thus, this was not in 
agreement with some reports those had mentioned the decomposition of HA into 
secondary phases proceeded above 1100 °C [27], thereby suggesting that HA synthesized 
with high pH is thermodynamically less stable than bovine HA. 
4 Conclusion 
In this study, the different routes of HA was a critical factor influencing grain size, 
formation of microstructure and phase stability. Under the heat treatment, TEM images 
illustrated that S-HA group was accessible to achieve the microstructure by the grain 
interconnection while HA particles in B-HA group varied their uniform spherical shape 
according to the different bovine sources. XRD and FI-IR demonstrated that B-HA was 
beneficial in producing thermally stable phase of stoichiometric HA whereas the phrase 
decomposition took place in S-HA after calcination below 1000°C. Thus, these primary 
results in this study suggest that the unique characterizations of natural and synthetic HA 
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must be significantly considered to achieve the desired HA properties and the suitable 
stability sources for biomedical applications.  
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Abstract: Excess generation of reactive oxygen species (ROS) in colonic 
mucosa of patients with ulcerative colitis (UC), a type of inflammatory 
bowel disease, causes the inflammation, risk of colitis-associated colon 
cancer (CAC), and drug resistance. Oral administration is more 
convenient for patients; however, current medications for UC are not 
effective due to instability in the gastrointestinal (GI) tract, non-specific 
distribution, and adverse effects. To address these issues, we have 
developed novel oral redox nanoparticles (RNP), which was prepared by 
self-assembly of an amphiphilic block copolymer with stable nitroxide 
radicals, ROS scavengers, in a hydrophobic segment as a side chain via 
an ether linkage. After oral administration, RNP highly accumulated in 
colon region, and specifically diffused into colonic mucosa of inflamed 
sites. Orally administered RNP effectively scavenged overproduced ROS 
in the inflamed colon, resulting in suppression of inflammation in mice 
model of colitis. Interestingly, when anticancer drug irinotecan (Iri) was 
administered in combination with RNP, a remarkable suppression of 
tumor growth was observed in CAC model mice treated with 
combination compared to mice treated with Iri alone. Iri-induced adverse 
effects, such as diarrhea and GI inflammation, were remarkably reduced 
by RNP treatment. Toxicity evaluation on zebrafish embryos showed that 
TEMPOL induces severe mitochondrial dysfunction, leading to the dead 
of all zebrafish embryos while RNP did not cause mitochondrial 
dysfunction in zebrafish embryos, and no zebrafish dead was observed, 
indicating that RNP did not disturb intracelluar redox balance. RNP is a 
promising nanotherapeutics for treatment of UC and other ROS-related 
diseases. 
Keywords: Redox Nanoparticles, Oral Drug Delivery, Ulcerative Colitis, 
Reactive Oxygen Species. 
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1 Introduction 

Excessive generation of reactive oxygen species (ROS) is strongly related to 
gastrointestinal (GI) disorders including inflammatory bowel disease (IBD) and 
cancer.1 In fact, oxidative stress has been proposed as a critical mechanism underlying 
pathophysiology of IBD and number of antioxidants/free radical scavengers have been 
studied exhibiting therapeutic efficacies in animal models of IBD to some extent.2,3 
Although oral drug administration route is preferable for patients, the use of low-
molecular-weight (LMW) drugs is limited due to low stability, non-specific distribution 
in GI tract, and causing undesired adverse effects. Nanomedicine has recently 
developed as promising drug carriers; however, these nanocarriers themselves often 
cause toxic adverse effects. In this study, we have developed a novel redox nanoparticle 
(RNP) prepared by self-assembly of an amphiphilic block copolymer possessing stable 
nitroxide radical TEMPO, an ROS scavenger (Fig. 1), as an oral nanotherapeutics for 
treatment of GI disorders.4,5  

 

Fig. 1. Design of redox nanoparticles (RNP) 

2 Methods 

RNP was prepared by self-assembly of methoxy-poly(ethylene glycol)-b-poly(4-
[2,2,6,6-tetramethylpiperidine-1-oxyl]oxymethylstyrene)] (MeO-PEG-b-PMOT), 
which is an amphiphilic block copolymer with stable nitroxide radicals in a 
hydrophobic segment as a side chain via an ether linkage (Fig. 1). Cellular uptake of 
RNP in vitro/in vivo and its accumulation in colon were determined using rhodamine-
labeled RNP by fluorescent microscope and electron spin resonance. Therapeutic 
efficacy of RNP was evaluated using dextran sodium sulfate (DSS)-induced colitis and 
azoxymethane (AOM) combining DSS-induced CAC model in mice.  

3 Results and Discussion 

The size of RNP is approximately 40 nm in diameter with high colloidal stability owing 
to the poly(ethylene glycol) (PEG) shell layer maintaining the micelle form and ROS 
scavenging activity under physiological and GI environments without their 
aggregation. To evaluate the accumulation of nanoparticles in colon, we firstly 
investigated the size-dependent character using different sizes of commercially 
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available polystyrene latex particles and found the size-dependent accumulation in 
colon, in which polystyrene latex particles with 40 nm and 100 nm in size accumulated 
higher than large-sized particles (0.5 µm and 1 µm).5 Interestingly, a considerable high 
accumulation of RNP in colon was observed, as compared to TEMPOL and polystyrene 
latex particles, even though the same size (40 nm) due to high stability of RNP in GI 
tract (Fig. 2). Importantly, we did not observe the uptake of RNP into the bloodstream, 
preventing the side effects of nitroxide radical to entire body. Since orally administered 
RNP remarkably accumulated in the colonic mucosa of mice and was not absorbed into 
the bloodstream, it is anticipated to be an ideal nanomedicine for treatment of ulcerative 
colitis (UC), which is well-known as main type of IBD. Alternatively, we found that 
orally administered RNP tended to accumulate in inflamed colon of DSS-induced 
colitis mice, resulting in an effective ROS scavenging in colonic mucosa of colitis mice. 
As compared to LMW TEMPOL and mesalamine, a commercially available drug for 
UC treatment, the mice treated with RNP significantly suppressed the pro-inflammatory 
mediators in the colon and improved survival rate in colitis mice.5,6 

 

Fig. 2. Accumulation of RNP and polystyrene latex particles with different sizes in 
colon mucosa after oral administration 

 

We next confirmed the efficacy of RNP on colon cancer model mice chemically 
induced by AOM and DSS. Although anticancer efficacy was not observed at low dose 
treatments (1 and 2 mg/mL of free drinking), the mice given higher dose of RNP (5 
mg/mL) for a month had slightly reduced tumor scores compared to AOM/DSS-treated 
mice. Since overproduced ROS is reported to induce anticancer drug resistance and 
RNP clearly suppressed ROS/inflammation around tumor microenvironment, a 
combination treatment with RNP and conventional cancer drugs is a robust strategy. 
Therefore, when an anticancer drug Irinotecan (Iri) was administered in combination 
with free drinking RNP, a remarkable suppression of tumor growth was observed in 
mice treated with combination compared to mice treated with Iri alone (Fig. 3).7 It 
should be noticed that the Iri-induce adverse effects, such as diarrhea and GI toxicity, 
were remarkably reduced in RNP-treated mice (Fig. 3). These results indicate that oral 
administration of RNPO not only significantly enhances the anticancer efficacy of Iri 
against colon cancer development, but also effectively suppresses the severe adverse 
effects of Iri. In another study, combinative therapy of RNP and conventional drug, 
Doxorubicine (Dox) showed that RNP enhanced the uptake of Dox in the cancer cells, 
significantly improved chemotherapeutic effect of Dox and suppressing the Dox-
induced cardiotoxicity in the colon cancer model mice.8 

Accumulation in 
Colon

LMW drugs

RNPO

0

20

40

60

80

100

0 8 16 24 32 40 48

A
m

ou
nt

 o
f n

itr
ox

id
e

ra
di

ca
l

in
 c

ol
on

 (μ
g)

 

Time / h

40 nm
100 nm
0.5 µm
1 µm
LMW TEMPOL
RNPO 40 nm

Polystyrene 
latex 

particles



106 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

 

Fig. 3: Combination therapy of RNP and Irinotecan in colitis-associated colon 
cancer mice 

Eventually, the adequate assessment of toxicity and safety of our nanotherapeutics 
must be addressed for pre-clinical and clinical applications. In fact, there were no 
noticeable toxicities in tissues from the GI tract, hematology and other organs, even in 
mice treated with a high concentration (5 mg/mL) of free drinking RNP for a month.7 
On the other hand, orally administered RNP did not change the population of intestinal 
microbiota.9 Alternatively, the zebrafish (Danio rerio) has been widely utilized as a 
correlative and predictive model for evaluation of nanoparticle toxicity for the past 
decades. Therefore, we also utilized this zebrafish embryo model to confirm the toxicity 
of RNP and compared to LMW TEMPOL and control polymeric nanoparticle without 
ROS scavenging character. The results showed that all zebrafish was died after few 
days treatment with TEMPOL (3 mM dose) or control polymeric nanoparticle, while 
no zebrafish death was observed by treatment with RNP under even high concentrations 
(30 mM), indicating an extremely low toxicity of RNP.10 It is important to note that 
almost all mitochondria were damaged for the LMW TEMPOL treatment, while no 
damage was observed for RNP treatment, indicating a protection of healthy 
mitochondria is one of important mechanism for our nanoparticle antioxidant.10  

4 Conclusions 

In summary, in this study we have developed an oral redox nanotherapeutics to 
specifically scavenge ROS in diseased tissues, particularly in inflamed and cancer 
tissues in GI tract. Based on the obtained results, RNP is a promising and safe 
nanomedicine for treating not only GI disorders but also other ROS-related diseases. 
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Abstract. An emerging approach in development of nanocarriers for the delivery 
of hydrophobic anticancer drugs has recently been paid much attention. In this 
study, a redox-sensitive Heparin-ss-Pluronic F127 (Hep-ss-Plu127) nanogel was 
fabricated for paclitaxel (PTX) delivery. In the synthetic process, Plu127 was 
mono-activated by 4-Nitrophenyl chloroformate (NPC) and conjugated with Hep 
via redox-sensitive disulfide bond of cystamine. The chemical structure of the 
resulting product was characterized by fourier transform infrared (FTIR) and 
proton nuclear magnetic resonance (1H-NMR) spectroscopy. The PTX-loaded 
Hep-ss-Plu127 nanogels were formed by solvent dialysis method and showed the 
hydrodynamic diameter of 91.4 ± 0.3 nm, determined by dynamic light scattering 
(DLS) instrument. Size and morphology of PTX-loaded Hep-ss-Plu127 nanogels 
were shown to be 104 nm and spherical in shape by transmission electron 
microscopy (TEM). In addition, PTX was effectively encapsulated into Hep-ss-
Plu127 nanogels, which was around 66.2 ± 4.7% for drug loading efficiency and 
13.2 ± 0.9% for drug loading content, determined by high performance liquid 
chromatography (HPLC). Overall, the redox-sensitive Pluronic F127-based 
nanogel was successfully synthesized and could be an effective nanocarrier that 
holds a great potential to enhance the redox responsiveness and efficacy for the 
delivery of PTX in cancer treatment. 
Keywords: Pluronic F127, heparin, redox-sensitive nanogel, paclitaxel, delivery 
system. 
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1 Introduction  

Paclitaxel (PTX) is one of the most outstanding chemotherapeutic drugs having been 
extensively used to treat a broad range of tumor types including breast, ovarian, lung, 
colon cancer, etc [1,2]. However, its use in cancer treatment is restricted due to its poor 
water solubility and low therapeutic index. Many adverse effects such as hair loss, 
nausea, neurotoxicity, nephrotoxicity, ocular toxicity, and hemolysis have been 
observed in clinic when using currently commercial PTX formulation [3]. Thus, the 
development of drug delivery systems (DDSs) with the ability to overcome these 
limitations is necessary.  

Among various nanosized-DDSs, nanogels are promising carriers for hydrophobic 
therapeutic agent delivery, such as PTX, thanks to their low toxicity and ability to 
improve the solubility and therapeutic index of the loaded drug. These advantages of 
nanogels are based on the relatively high drug loading capacity, great colloidal stability, 
high cellular uptake efficiency, and the ability to escape the entrapment of 
reticuloendothelial system [4,5]. Moreover, their size range is also suitable for 
intracellular delivery and cancer chemotherapy by facilitating the passive accumulation 
of drug within tumor site through enhanced permeation and retention (EPR) effect, 
hence reduces side effects of drug [6,7].  

Pluronic F127, an amphiphilic tri-block copolymer of polyethylene oxide (PEO) and 
polypropylene oxide (PPO), has been well-utilized as formulated material for DDSs. 
The hydrophobic PPO is capable of incorporating hydrophobic drugs and protecting 
them from degradation while the hydrophilic PEO benefits their solubilizing capacity 
to better stabilizes and improves the retention time of drug in the circulatory system [4]. 
Besides, heparin is known for the ability to self-assemble into nanoparticles for the 
effective delivery of anticancer drugs. It is able to improve the drug bioactivity via intra- 
and extra-cellular interaction and prolong the circulation time by hindering complement 
activation and suppressing phagocytosis [6,8]. 

In present work, redox-sensitive Hep-ss-Plu127 nanogels, in which Pluronic F127 
was mono-activated and then grafted onto heparin via redox-sensitive disulfide bond of 
cystamine, were developed for effective PTX delivery. Notably, disulfide linkages are 
selectively cleaved under the reductive condition of cytoplasm, which contains higher 
concentration of a reducing agent called glutathione (GSH) [9,10]. Therefore, disulfide 
linkage-containing nanogels would facilitate the site-specific delivery of anticancer 
drugs only when the drugs are uptaken by tumor cells. The characteristics of Hep-ss-
Plu127 nanogels including chemical structure, size, morphology, redox sensitivity, and 
drug loading efficacy were examined in this study. 

2 Materials and methods 

2.1 Materials 

Pluronic F127 (Plu127) and cystamine (Cys) were purchased from Sigma (USA). 
Heparin (Hep) was purchased from TCI (Japan). 4-Nitrophenyl chloroformate (NPC), 
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3-amino-1-propanol, and ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC) were 
purchased from Acros Organics (Belgium). Tetrahydrofuran (THF) and triethylamine 
(TEA) were obtained from Scharlau (Sentmenat, Spain). Diethyl ether was received 
from Fisher Scientific (Houston, TX). Dimethyl sulfoxide (DMSO) was purchased 
from VWR (USA). Paclitaxel was received from Samyang Corporation (Korea). All 
reagents and solvents were used as received without further purification. 

2.2 Preparation of Hep-ss-Plu127  

Hep-ss-Plu127 was prepared through three steps, in which Plu127 was mono-activating 
using NPC and then was conjugated with Cys to obtain Plu127-Cys (Plu-Cys), followed 
by the coupling of carboxyl groups of Hep with amino groups of Plu-Cys. Briefly, a 
mixture of Plu127 (5 g) and NPC (0.18 g), in a three-necked flask, was molten and 
stirred at 65oC for 5 h under nitrogen atmosphere with HCl entrapment equipment. To 
solubilize the mixture, 10 ml of THF was added after the mixture was cooled out to 
40oC. The reaction was maintained overnight at room temperature. After that, 30 μL of 
3-amino-1-propanol was added; then the reaction mixture was stirred for another 5 h. 
The resulting solution was precipitated by diethyl ether, filtered and dried under 
vacuum to obtain the powdery mono-activated Plu127. 

To obtain Plu-Cys conjugate, Cys (0.1 g) and TEA (130 μL) was dissolved 
completely in DMSO at room temperature and mixed with the mono-activated Plu127 
(5 g) solution. The mixture was kept under stirring for 24 h, then precipitated in diethyl 
ether and dried under vacuum to give Plu-Cys. 

For the preparation of Hep-ss-Plu127, 0.1 g of Hep was prepared in distilled water, 
followed by immediate addition of 0.02 g EDC. Thereafter, Plu-Cys solution was added 
to Hep solution in drop-wise manner. The reaction was carried out at room temperature 
for 24 h under constant stirring. Then, the solution was dialyzed against distilled water 
with dialysis membrane (MWCO 12-14 kDa, Spectrum Laboratories, Inc., USA) before 
freeze-drying to obtain Hep-ss-Plu127 copolymer. 

2.3 Preparation of PTX-loaded Hep-ss-Plu127 nanogels 

To Hep-ss-Plu127 (50 mg) dissolved in deH2O, PTX (10 mg) dissolved in methanol 
was added. Subsequently, the mixture was stirred and dialyzed (dialysis membrane 
MWCO 3.5 kDa) to remove un-loaded PTX, then lyophilized to obtain PTX-loaded 
Hep-ss-Plu127 nanogels. Drug loading efficiency (DLE) and drug loading content 
(DLC) were measured using HPLC system (PerkinElmer, US) and presented by the 
following equations: 

 DLE (%) = weight of drug in particles/weight of drug feed initially x 100 (2) 

 DLC (%) = weight of drug in particles/weight of particles and drug x 100 (3) 
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2.4 Characterization 

Synthesized copolymer was characterized by 1H-NMR (Bruker Avance, USA) and 
FTIR (PerkinElmer, USA). Size and morphology of PTX-loaded Hep-ss-Plu127 were 
evaluated by TEM (JEOL, Japan) at an accelerating voltage of 100 kV. The 
hydrodynamic diameter was determined using DLS (Horiba, Japan). The stability of 
PTX-loaded nanogels was examined by DLS under reductive environment by treating 
samples with GSH (10 mM). 

3 Results and discussion 

The chemical structure of Hep-ss-Plu127 was determined by 1H-NMR. As shown in 
Fig. 1, signals at 3.40-3.65 ppm and 1.24 ppm are assigned to the PEO and PPO blocks 
of Plu127. Signals at 3.27 ppm and 4.23 ppm are attributed to CH-CH2-O and NH-SO3 
from Hep. Particularly, signals at 2.1 ppm, 2.98 ppm, and 3.14 ppm, respectively 
assigned to NH, S-CH2, and N-CH2, confirming the successful conjugation of Hep-
Plu127 via redox-sensitive disulfide linkage of Cys. Additionally, FTIR was carried out 
to further confirm the structure of synthesized polymers. The characteristic band of 
C=O stretching appeared at 1630 cm-1 in the Hep-ss-Plu127 spectrum, are not observed 
in other spectra, indicating the amide formation between Hep and Plu-Cys. Moreover, 
typical bands of C-O-C and –SO2-O- at 1110 and 1245 cm-1 indicate the presence of 
both Plu127 and Hep, respectively, in the conjugate.  

 
Fig. 16. 1H-NMR spectrum of Hep-ss-Plu127 (left) and FTIR spectra of (a) Plu127, (b) Hep, and 
(c) Hep-ss-Plu127 (right)  

The size and morphology of PTX-loaded Hep-ss-Plu127 nanogels were analyzed by 
TEM and DLS (Fig. 2). From the TEM image, it is clear that the nanogels are well 
separated and spherical in shape with the average diameter of 104 nm. As reported by 
previous studies, nanoparticles that are ranging from 10-200 nm in size can be easily 
entrapped by endosome during endocytosis, thus facilitate the passive targeting of 
nanoparticles to tumor cells through the EPR effect and reduce toxicity to healthy 
tissues [11,12]. Therefore, the obtained PTX-loaded Hep-ss-Plu127 nanogels have a 
high potential to be delivered more effectively to tumor cells. In DLS, the 
hydrodynamic size of the nanogels is 91.4 ± 0.3 nm. The difference between the size 
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obtained from TEM and DLS is due to the difference in processing, in which DLS 
analysis is performed in aqueous solution whereas TEM is performed on dried sample.  

The redox sensitivity of PTX-loaded Hep-ss-Plu127 nanogels was confirmed by 
examining the particle size under the reductive environment. Result revealed that the 
size of nanogels is quickly reduced to 88.4 ± 0.8 nm after 60-min treatment of GSH, 
demonstrating the redox-sensitive dissociation of disulfide-containing nanogels in 
intracellular environment. Thus, Hep-ss-Plu127 nanogels can enhance the redox 
responsiveness for the selective intracellular delivery of PTX in cancer treatment. 

 
Fig. 17. (a) TEM image and (b) size distribution of PTX-loaded Hep-ss-Plu127 nanogels  

Regarding DDSs, DLE is a critical factor influencing their therapeutic efficacy. In 
this study, the amounts of loaded-PTX in Hep-ss-Plu127 nanogels were quantified by 
HPLC; and the DLE (%) as well as DLC (%) were found to be 66.2% ± 4.7% and 13.2% 
± 0.9%, respectively. Meanwhile, in a prior study where Hep-Plu nanogels were 
prepared by straightly coupling of carboxylated Plu127 onto Hep backbone, DLE was 
shown to be around 10% after PTX loading [3]. Therefore, Hep-ss-Plu127 nanogels 
with high loading efficiency could possibly enhance the therapeutic efficacy of PTX 
delivery.  

4 Conclusion 

Redox-sensitive Plu127-based nanogel was successfully prepared and characterized for 
the delivery of water-insoluble PTX, with a suitable size range, spherical shape, and 
high loading capacity (up to 66.2 ± 4.7% for DLE). Furthermore, disulfide bonds 
benefit these nanogels in terms of site-specific drug delivery, resulting in enhanced 
therapeutic index. These obtained results give insights into the potential of redox-
sensitive Hep-ss-Plu127 nanogels as an efficient nanocarrier for PTX delivery. 
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Abstract. Paclitaxel (PTX), a compound extracted from the Pacific yew tree 
(Taxus brevifolia), is widely used as a natural-source cancer drug in the treatment 
of ovarian, breast and lung cancers. Previous studies showed that PTX had 
obvious effects on cancer cells, it blocks the cell cycle in its G1 or M phases by 
stabilizing the microtubules and preventing depolymerization. However, the use 
of PTX is inconvenient and associated with significant and poorly predictable 
side effects, due to its low bioavailability and poor water solubility. The aim of 
this study was to develop PTX-loaded soy lecithin nanoliposomes (PTX-LP) to 
improve its bioavailability. In this study, PTX-LP was prepared by thin film 
hydration method. The average size, polydispersity index (PDI), zeta potential 
and encapsulation effi-ciency (EE) of the PTX-LP were characterized. Results 
indicated that PTX-LP was able to loaded with suitable encapsulation efficiency 
values, nanometric particle size (100 – 200 nm), low polydispersity (less than 
0.5), negative zeta potential, and slowly released up to 96 h. Therefore, the study 
expected that PTX-LP developed herein would serve as a potent drug carrier 
system for PTX in cancer therapy. 
Keywords: Paclitaxel, soy lecithin, nanoliposome, drug carrier system. 

1 Introduction 

Cancer is one of the hardest problem to understand and solve in the medical field. To 
against this disease, different healing methods are exercised depending on the cancer 
stage and the recidivism risks. Among these choices, chemotherapy is the most 
exploited for advanced cancers [1]. However, cancer chemotherapeutics need a high 
pharmacokinetic volume of distribution and a rapid elimination rates, requiring more 
frequent and high dose administration, causing unacceptable damage to normal tissue 
[1]. In order to overcome this drawback, soybean lecithin-based liposomes (LP) have 
been developed. LP are spherical vesicles with a one or two phospholipid bilayer, 
biocompatible and presenting a low toxicity to the human body. The rigidity/fluidity 
and the charge of the bilayer depend on the characteristics of the bilayer components 
[2]. They are mostly saturated or non-saturated phospholipids such as soybean lecithin. 
Indeed Soy Lecithin, a phospholipid extracted from soybeans, facilitates large-scale 
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industrial production because of the production costs as compared with saturated 
phospholipids and they don’t present any problem owing to their toxicity in the human 
body [3]. Thus, liposomes will be used to overcome cancer chemotherapeutic 
drawbacks and also target to the tumor area.  

Herein, our study aimed to develop a paclitaxel-loaded soy lecithin nanoliposome 
system (PTX-LP), which could enhance the delivery of PTX. PTX-LP was prepared by 
thin film hydration method and characterized by dynamic light scattering (DLS) and 
transmission electron microscopy (TEM). Moreover, high performance liquid 
chromatography (HPLC) evaluated the drug loading content, the drug loading 
efficiency and the release behavior of the PTX-LP. This study tends to demonstrate the 
stability of a drug soy lecithin nanoliposome for a safety and efficacy of chemotherapy 
and their ability to improve PTX delivery in cancer therapy. 

2 Materials and method 
PTX was purchased from Samyang Corporation (Seoul, Korea). Lecithin from soybean  
and Tween 80 (Polyoxyethylene sorbitan monooleate) were procured from TCI Co., 
LTD (Tokyo, Japan). Cholesterol and Mannitol were purchased from Sigma-Aldrich 
(St Louis, MO, USA). Cetyltrimethylammonium bromide (CTAB) was obtained from 
Merck (Darmstadt, Germany). All chemicals and solvents were either highest analytical 
grade or the best possible pharma grade and were used as supplied. 

2.1 Preparation of PTX-loaded liposomes (PTX-LP) 

Liposomes (LP) were prepared by thin film hydration method with using soy lecithin, 
cholesterol, CTAB and Tween 80. Firstly, soy lecithin and cholesterol (9:1) and CTAB 
were dissolved using chloroform-methanol (2:1, v/v) at room temperature. Then, the 
mixture was dried to a thin film at 45 oC by using a rotary evaporator (Büchi Rotavapor 
R-114, Essen, Germany) and maintained overnight under vacuum condition to remove 
trace of solvents. The obtained film was hydrated with deionized water (deH2O) 
containing Tween 80 (0.5%, v/v) by stirring at 60 oC until the lipid film was completely 
hydrated. Afterwards, five techniques (sonicated, extruded, homogenized, sonicated 
and extruded or sonicated and homogenized) for narrowing down the particle size 
distribution were tested. Method resulted in a significant decrease in particle size 
distribution was chosen as the size reducing technique in the PTX-LP preparation. 

PTX, soybean lecithin, cholesterol and CTAB were dissolved in chloroform-
methanol, dried in a rotary evaporator, and then reduced particle size distribution by size 
reducing method for the preparation of PTX-LP. Unencapsulated PTX was removed 
from the liposome dispersion by centrifuging at 16000 rpm for 30 min and filtered 
through 0.1 µm filter. The PTX-LP sample was then lyophilized in distilled water 
containing mannitol (mannitol:lipid = 1:2) and freeze-dried. The PTX-LP powders were 
stored at 2-8oC. 
2.2 Characterization 

The particle size, polydispersity index (PDI) and zeta potential of liposomal dispersions 
were analyzed by DLS.  The samples were diluted with distilled water (1 mg/mL) and 
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measured by Nanosizer (SZ-100, Horiba Ltd., Japan) with a detection angle and the 
temperature were 90 oC and 25 oC, respectively. The morphology of the PTX-LP sample 
was examined (TEM; JEM-1400, Jeol, Tokyo, Japan) at an accelerating voltage of 300 
kV.  

2.3 Determination of encapsulation efficiency of PTX 

Briefly, 1 mL of LP dispersions diluted to 11 mL by deH2O were centrifuged at 16000 
rpm for 30 min and filtered through 0.1 µm filter to remove unencapsulated PTX.  After 
removing the unencapsulated PTX by filtration, the PTX-LP was then dissolved with 6 
mL mobile phase (HPLC). The total amount of PTX in LP was measured by 1 mL of LP 
dispersion was dissolved with the same mobile phase (6 mL). The drug loading content 
(DL) and encapsulation efficiency (EE) was calculated according to the equation: 

EE(%) =
weight of PTX encapsulated  in LP

weight of PTX in LP dispersion
x 100 

   

DL(%) =
weight of PTX encapsulated in LP

weight of freeze-dried PTX-LP
 

2.4 In vitro drug release 

The release studies of free PTX and PTX-LP was assessed by using HPLC system and 
the rate of PTX releasing was obtained following the standard curve. The in vitro drug 
release experiments were performed in Phosphate buffer pH 7.4 at 37 °C using dialysis 
membrane method. Briefly, a dialysis membrane (MWCO 6-8 kDa) which was filled 
with an amount of PTX suspended in PBS including 2% Tween 80 was immersed into 
20 mL of the release environment in vial.  The vial was assembled on a magnetic stirrer 
and the medium was equilibrated at 37 °C. At several time intervals, 2 mL of the release 
medium was gathered and an equal volume of fresh buffer medium was added. The 
withdrawn samples were filtered through 0.2 µm filter before high performance liquid 
chromatography analysis. Finally, cumulative percentage drug release was calculated by 
absorbance values. 

3 Results and discussion 
3.1 Effect of different techniques used for  nanosizing LP 

Results in Table 1 showed that LP prepared by sonication followed by homogenization 
techniques was found to be the most efficient in reducing LP size, followed by sonication 
followed by extrusion, homogenization, extrusion and sonication. The average particle 
size was approximately 135.6 ± 3.9 nm with a uniform size distribution (PDI = 0.398 ± 
0.028) and zeta potential was -64.3 ± 2.6 mV, whereas LP before treatment with size 
reducing techniques (control) was 2311.0 ± 183.4 nm (PDI = 1,491 ± 0.120) and -81.5 
± 0.9 mV, respectively. The size of extruded liposomes was found to be influenced by 
the extrusion flow rate and membrane pore size. This indicates the flow rate reduced the 
size of LP. 
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─ Table 2. Physical characterization of liposomes after treatment with size reduction 
techniques. 

Sample Particle Size (nm) PDI Zeta potential 
(mV) 

Control 2311.0 ±  183.4 1.491 ± 0.120  -81.5 ± 0.9  
Sonication 196.5 ± 4.9 0.622 ± 0.024 -73.1 ± 0.8 
Extrusion 166.7 ± 2.2 0.332 ± 0.011 -74.0 ± 2.2 
Homogenization 164.9 ± 8.4 0.339 ± 0.020 -76.8 ± 0,9 
Sonication followed by extrusion 146.5 ± 0.4 0.376 ± 0.043 -68.1 ± 0.7 
Sonication followed by homogenization 135.6 ± 3.9 0.398 ± 0.028 -64.3 ± 2.6 

3.2 Characterization of LP and PTX-LP 

The particle size of LP and PTX-LP and their particle size distribution were 136.2 ± 7.9 
nm and 127.3 ± 0.7 nm, whereas the polydispersity index values were 0.297 ± 0.04 and 
0.285 ± 0.30, respectively. These results indicated that the particle sizes of LP and PTX-
LP were in a close interval measurement. Otherwise, zeta potential of LP was -61.5 ± 
2.9 mV and pointed out an decrease in the surface intensity in accordance with the 
encapsulation of PTX where the zeta potential was -55.5 ± 2.4 mV but still negative 
and enable PTX-LP was stable.  

 
Fig. 18. TEM images of LP (a) and PTX-LP (b). 

According to morphological evaluation analysis, TEM images showed spherically-
shaped LP and confirmed an average size beneath 200 nm. Thus, PTX-LP might serve 
as stable spherical nanocarriers with longterm circulation in the bloodstream. 

3.3 Drug loading and encapsulation efficiency 

Herein, the amount of PTX encapsulated in LP and the total amount of PTX in LP were 
calculated according to the standard curve for PTX. Using the EE (%) and DL (%) 
formula, the results demonstrated that the percent was 98.14% and 3.06% for EE and 
DL, respectively. These results showed a satisfying encapsulation rate for PTX. 
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3.4 In vitro drug release 

 
Fig. 19. In vitro release profiles of free PTX and PTX from PTX-LP in PBS buffer (pH 7.4; 2% 
Tween 80) at 37 oC up to 96 h. 

PTX solubility in a medium containing a surfactant such as Tween 80 is reported to be 
much higher. In this study, in vitro release profiles of free PTX and PTX from PTX-LP 
were evaluated in PBS (pH 7.4) containing 2% Tween 80. As seen in Fig 2. PTX 
exhibited a distinct and sequential release pattern, with free PTX released faster than 
PTX-LP. Approximately 60% of PTX was released within 24 h, whereas less than <50% 
of PTX was released during the same period. By 96 h, nearly 95% of PTX was released, 
compared to 70% of PTX from PTX-LP. Overall, the slow release of drugs further 
confirms the excellent stability of drug-loaded LP. 

The release profiles of free PTX, PTX-loaded LP in PBS buffer (pH 7.4) are shown 
in Fig 5. Free PTX was released approximately 50% in first 3 h and almost completely 
in 96 h. On the other hand, PTX-loaded LP were released only 50% in 24 h while they 
were released up to 70% in 96 h, confirming the slow release effect. Our results are then 
compared to the results of previous studies. Similar findings were noted previously by 
Thi Lan Nguyen et al. reported that the initial release of PTX from the targeting PTX-
loaded soy lecithin liposome prepared by thin film method and narrowed down the 
particle size distribution by high pressure homogenizer was less than 60% in 96 h [4]. 
In other words, the releasing of drug-loaded LP is significantly slower than free drug. 
Therefore, drug-LP can keep the drug stable, prolong drug inside body and increase drug 
accumulation into tumor sites as an efficient drug delivery system. 

4 Conclusions 
LP from soy lecithin has been successfully fabricated for PTX loading by thin film 
method and narrowed down the particle size distribution by sonication followed by 
homogenization. The physical properties of PTX-LP were of ideal range, with spherical 
shapes, particle size around 127.3 nm and surface charge around -55.5 mV, which would 
be suitable in vivo drug delivery. The EE calculation as well as a sustained release profile 
of around 70% after 96 h suggest that LP formulation from soy lecithin is a promising 
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candidate for a safe, biocompatible and stable delivery system for PTX as an anticancer 
agent. 
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Abstract. Hollow mesoporous silica nanoparticle (HMSN) has been rec-ognized 
as an outstanding candidate for improving the drug loading capacity of silica 
nanoplatforms. This study reports the synthesis of hollow mesoporous silica 
nanoparticles (HMSN) as a potential bioactive to improve the drug loading 
capacity of the nanoparticles delivery systems. Herein, HMSN was success-fully 
synthesized by using tetraethyl orthosilicate (TEOS) and cetyltrimethyl 
ammonium bromide (CTAB). The prepared HMSN nanocarriers were 
characterized by X-ray diffraction (XRD), transmission electron microscopy 
(TEM), nitrogen absorption-desorption isotherms, dynamic light scattering 
(DLS), thermogravimetric analysis (TGA), and fourier trans-form infrared 
(FTIR). In aqueous solution, HMSN existed as nanoparticles with morphology, 
spherical shape and the diam-eter range of 180-200 nm. Especially, RhB was 
effectively en-capsulated into HMSN nanoparticles to form RhB-loaded 
nanocarriers (RhB/HMSN) with high loading efficiency. These results 
demonstrated that this prepared HMSN nanocarrier may serve as a promising 
nanocarrier with high drug loading capacity for its potential applications in drug 
delivery. 
Keywords: Rhodamine B, Hollow Mesoporous Silica, High Drug Loading 
Capacity, Nanoparticles, Drug Delivery System. 

1 Introduction 

Silica nanoparticles have received growing attention as a promising nanocarrier for 
drug delivery applications due to its large surface areas, high pore volume, good 
chemical and thermal stability, excellent biocompatibility, and easy surface 
functionalization [1]. Hollow mesoporous silica nanoparticle (HMSN), with a large of 
cavity inside each original mesoporous silica nano-particle, provides a promising 
approach to address the chal-lenge. In this regard, solid SiO2 core (sSiO2) is initially 
prepared as hard templates using a modified Stöber method. Thus, as-prepared sSiO2 
spheres are coated by controllable PNS layer, which is formed through sol-gel process 
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of tetrathylorthorsilicate (TEOs) catalyzed by acid or base in the presence of hexa-
decyltrimethylammnomium bromide (CTAB). Finally, the silica cores were removed 
via Na2CO3-ectching process at elevated temperature or selective etching in an 
appropriate solvent. Liu et al. grafted 3-(3, 4-dihydroxypheneyl) propionic acid 
(DHPA)-functionalized beta-cyclodextrin (b-CD) onto the surface of HMSNs to form 
HMSNs-b-CD nanocarrier and further anchored polyethylene glycol (PEG)-conjugated 
adamantane (Ada) on HMSNs-b-CD via host-gust interaction for doxorubicin (DOX) 
delivery. The TGA result of this study indicated that around 10 wt% of DOX was 
encapsulated into HMSNs-b-CD/Ada-PEG system, which was higher than that of PNSs 
(approximately 5 wt%) with similar dimensions, mainly due to the hollow cavity 
structure of HMSNs [2]. Zhao et al. grafted positively charged CDPEI nanoparticles on 
the pore openings of HMSN through disulfide bonds, which was later loaded with DOX 
and grafted with hyaluronic acid (HA) to form a more complex structure DOX/HMSN-
SS-CDPEI@HA. The result of drug loading capacity of DOX showed that the loading 
efficiency of DOX/HMSN-SS-CDPEI@HA was 30.5%, which was significant larger 
than that of DOX loaded in the PNS nanocarrier (12.5%) . This phenomenon was 
attributed to the high specific surface area, mesoporous structure, and especially the 
hollow cavity of the prepared HMNS nanoparticle [3]. More importantly, the prepared 
HMSN-SS-CDPEI@HA nanoparticles exhibited excellent biocompatibility. 
Consequently, the use of HNMS can indeed be valuable tool for developing 
nanocarriers with high drug loading [4]. 
Herein, we report the synthesis process of HMSN nanocarriers and its applications in 
Rhodamine (RhB) loading. In order to evaluate the successful preparation and the drug 
loading properties of HMSN nanocarriers, X-ray diffraction (XRD), transmission 
electron microscopy (TEM), nitrogen absorption-desorption isotherms, dynamic light 
scattering (DLS), thermogravimetric analysis (TGA), and Fourier transform infrared 
(FTIR) were used. 

2 Experimental 

2.1 Materials 

Tetraethyl orthosilicate (TEOS, 98%) was purchased from Sigma-Aldrich (St. Louis, 
MO, USA). Cetyltrime-thylammonium bromide (CTAB, 99%) was purchased from 
Merck (USA). Ammonia solution (NH3 (aq), 28%), ethanol, Rhodamine B was 
purchased from HiMedia (India). All chemicals were of reagent grade and used without 
further purification. 

2.2 Preparation of HMSN  

HMSN was synthesized using the protocol reported in the literature with minor 
modification [5]. The synthesis included three main steps: (1) sSiO2 spheres were 
prepared as hard templates using a modified Stöber method (2) Thickness-controllable 
PNS layer was coated on each sSiO2 using CTAB as the soft templates to form a 
core@shell structure sSiO2/PNS@CTAB. (3) As-synthesized sSiO2@PNS(CTAB) 
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together with free CTAB in the solution was mixed with aqueous Na2CO3 solution for 
9 h at 50 oC. The mixture was later freeze-dried to obtain HMSN spheres, which were 
washed several times to remove the CTAB template. 

2.3 Characterization 

XRD measurement was performed using a Bruker D2 Phaser diffractometer. 
Morphology and size of sSiO2, sSiO2/PNS@CTAB and HMSN were imaged by TEM. 
N2 adsorption-desorption isotherms were measured using a TRISTAR 3000 apparatus. 
The surface charge of HMSN were measured at 37 °C using a Zetasizer Nano ZS and 
the loading content of HMNS with RhB was determined by UV-Vis spectroscopy with 
a wavelength of 544 nm. 

2.4 Preparation of RhB/HMSN  

RhB was loaded in HMSN using equilibrium dialysis method as reported earlier. 
Initially, 16 mg of  HMSN was separately added into RhB solution (10 µg/mL), and 
thus these solution were stirred, sonicated and centrifuged to remove non-encapsulated 
RhB. The amount of unloaded RhB (WU-RhB) in dialysis solution was determined using 
UV-Vis absorbance method. Briefly, fresh RhB was dissolved in deH2O to obtain a 
serious of known concentration solutions (0-5 µg/mL), which were used a standard 
samples. Absorbance of the standard and dialysis solution samples was recorded at 544 
nm using a UV/Vis spectrophotometer (Shimadzu, Japan). The concentration of RhB 
in the samples was calculated using a standard curve, which was established based on 
the relationship between RhB concentrations and absorbance of standard solutions. 
RhB loading efficiency (LE) was calculated by LE (%) = (100 – WU-RhB)/100*100. The 
RhB loading capacity (LC) was also calculated using the equation, LC (%) = (100 – 
WU-RhB)/(WHMSN +100- WU-RhB)*100, in which 100 (mg) is the initial amount of RhB 
for loading experiment, WU-RhB is the total amount of unloaded RhB in the dialysis 
solution, and WHMSN is the dried weight of HMSN nanocarriers. 

3 Result and discussion 

3.1 Characterization of HMSN 

HMSN was synthesized following the literature procedures with minor modification, 
as shown in Fig. 1. In this regard, the preparation of HMSN was carried out in three 
main steps, preparing of sSiO2 core, porous shell (sSiO2@PNS(CTAB)) and hollow 
core (HMSN), as described in Fig. 1b. The morphology and size of these prepared 
nanoparticles were further examined using TEM (Fig. 1). We obtained average sSiO2 
(114 ± 13.11 nm) in Fig. 1a.  and HMSN nanoparticles possessed spherical shape with 
191.12 ± 15.94 nm for HMSN (Fig. 1c). Thus, the selective etching solid silica core and 
protecting the integrity of silica shell were our first two priorities of the synthesis of 
HMSN. During the etching process, positively charged CTAB (CTAB+) would absorb 
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to the surface of sSiO2@PNS(CTAB) via electronic attraction, leaving behind the shell 
intact. Subsequently, this process started and would be accelerated in the presence of 
Na2CO3 in the solution, CTAB in the porous shell, and free CTAB in the media. After 
the etching process, acid acetic/ethanol (1:1, v/v) solution was used to remove CTAB 
in mesopore. 

 
Fig. 20. TEM images and particle size distribution of  sSiO2 (a, a’), sSiO2@PNS(CTAB) (b, b’) and 

HMSN (c, c’), respectively 
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Fig. 2. XRD patterns (a) and NO2 adsorption–desorption isotherms of HMSN (b) 

As shown in Fig. 2, the broad XRD patterns reflection peaks of HMSN (2θ = 23.0o) 
is indicate the amorphous nature of silica nanoparticles. Futhermore, HMSN has a 
specific area of 983.7 m2/g and pore volume of 2.33 cm3/g. These results indicate that 
the synthesized HMSN with larger surface area and high pore volume.In this report, the 
surface charge of the sSiO2 was found to be -43.3 ± 0.87 mV, and sSiO2/PNS@CTAB 
increased dramatically to 32.5 ± 0.66 mV. By contrast, the zeta potential of HMSN was 
-25.45 ± 0.07 mV, as compared with sSiO2/PNS(CTAB). The TGA curve of HMSN 
displayed the following mass loss of HMSN was only 13%. 

The FTIR spectra HMSN are shown in Fig. 3, a band at 1640 cm-1 was attributed to 
the OH stretching vibration of water molecules present in HMSN. The strong peaks 
appeared at around 1089, 973 and 836 cm-1 were assigned to the stretching vibration of 
Si-O-Si, Si-OH and Si-O, respectively [1], which are typical infrared characteristic 
peaks of the silica nanoparticles. Besides, the broad band observed at around 3444       
cm-1 was associated with OH stretching frequency for the silanol group. Similarly, these 
peaks were also observed in the FTIR spectrum of HMSN. 

 

 
Fig. 3. The FTIR spectra HMSN 
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3.2 Drug loading capacity analysis 

The RhB/HMSN was prepared by using equilibrium dialysis method. The LE was 
calculated indirectly from the amount of non-encapsulated RhB. The LE, LC of  HMSN 
was 51.67 ± 0.11% and 10.44 ± 0.02%, respectively. These results showed that 
introducing hollow form resulted in high LE and LC of nanoparticles, which may also 
help to enhance tumor-targeted delivery of loaded drug from RhB/HMSN nanocarriers.  

4 Conclusion 

In this study, HMSN nanoparticles has been successfully prepared via sol-gel method 
in spherical shape with average particle size of 191.12 ± 15.94 nm and acted as potential 
nanocarriers for effectively loading of anticancer drugs. RhB was effectively 
encapsulated into the HMSN nanoparticles with 51.67% of LE. The developed HMSN 
nanoparticles could be a promising candidate for control the release of anticancer drug 
with high drug loading efficiency. 
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Abstract. In this study, a scaffold comprising of curcumin (Cur) and silver 
nanoparticles (AgNPs) with gelatin (Gel) as carrier matrix was fabricated to 
develop a novel system potential of antibacterial, anti-inflammatory, and 
antioxidant properties to aid in wound healing process. UV irradiation was 
employed in the synthesis of GelAg matrix, followed by the utilization of 
sonoprecipitation method to encapsulate Cur into GelAg matrix. Since Gel is a 
polyelectrolyte which possesses different charge when varying pH of solution, 
the interaction of Gel and AgNPs strongly affects to characteristics of fabricated 
scaffold. This study aims to investigate the effect of this interaction on 
morphology of GelAgCur scaffold by varying the amount of AgNPs. The results 
suggested that at AgNPs equaled to 75 ppm, the system obtained the most 
potential topography with highly porous structure and even distribution of pores 
and interconnected pores. 
Keywords: Gelatin (Gel), Curcumin (Cur), Silver nanoparticles (AgNPs), 
morphology observation. 
 

1 Introduction 
Wound healing is a dynamic and complex process of tissue regeneration and growth 

progress through four different phases. During inflammatory phase, abundant 
neutrophil infiltration at the wounded site and through respiratory burst activity, these 
cells release proteases, oxygen free-radicals and inflammatory mediators. These 
radicals contribute to oxidative stress, which has been recognized as a significant 
feature in the pathogenesis of chronic non-healing wounds [1,2]. Meanwhile, 
perpetuation of inflammation subsequently damages the growing tissue at the repair 
site, finally resulting in the non-healing state [3]. Furthermore, antimicrobial property 
is another crucial factor to prevent wound from microorganism for a long healing 
process [4]. This leads to a need of a distinctive composite which possesses great 
antibacterial, anti-inflammatory, and antioxidant properties with a controlled release 
rate specialized for certain applications to fight against microorganisms and stimulate 
skin regeneration within wounded site. 

Silver is one of the most prevalent metallic materials to tackle infectious problems 
owning to its strong bactericidal effects and a broad spectrum antimicrobial activity [5]. 
The antibacterial activity of silver nanoparticles (AgNPs) is associated with the release 
of Ag ions, in which small silver ions released from AgNPs carry positive charges can 
easily attracted to negatively charged cell membrane of bacteria, then entrap, penetrate 
into the bacteria, disrupt respiratory processes and cause bacterial death [6,7]. In order 
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to control the release of antibacterial agents, AgNPs loaded on crosslinked Gel fiber 
mats to control the release by varying the immersing time in cross-linker can be a 
potential approach [8]. Curcumin (Cur) has been widely used in the topical treatment 
due to its biological potential of anticancer, antioxidant, anti-inflammatory, 
antibacterial, and supportive wound healing properties [9-11]. However, the therapeutic 
efficacy of curcumin is limited due to its low solubility, short half-life, poor 
bioavailability hydrophobic, light-sensitive and practically instable in alkaline and in 
vivo environment [12]. 

In order to control release of AgNPs and overcome the disadvantages of Cur, Gelatin 
(Gel) which is a natural protein obtained from the hydrolysis of collagen and widely 
known its biodegradability, biocompatibility, and non-toxicity, has emerged as a 
potential carrier matrix [8]. The diverse in functional groups in Gel structure offers 
many benefits for chemical modification and covalent drug attachment [8]. When drug 
is encapsulated in gelatin, not only can the drug possess site-specific delivery but also 
increase drug stability and control drug release effectively. In this study, GelAg 
complex was prepared using green synthesis approach involving the use of UV 
irradiation. Subsequently, Cur was incorporated into GelAg complex using 
sonoprecipitation method. The particle characteristics including size, stability and 
scaffold morphology were investigated among different GelCurAg formulations to 
obtain the most potential system for further research. 

2 Materials and Methods 

2.1 Materials 

Curcumin powders were supplied by Shanghai Zhanyun Chemical Co. Ltd. Silver 
nitrate (AgNO3 ≥ 99%), and methanol (CH3OH) were purchased from Xilong chemical 
Co., Ltd (China). Gelatin (porcine skin, type A), Glutaraldehyde 25% (GA), and 
poloxamer 407 (POX 407) were obtained from Sigma-Aldrich Co., St Louis, MO 
(USA). All other chemicals used in this study were purchased from major suppliers. 
Ultraviolet light source came from fluorescent lighting fixture (FLF-48, 40w-220v, 50-
60 Hz). 

2.2 Methods 

Fabrication of gelatin loaded silver nanoparticles matrix. The process of synthesis 
AgNPs using Gel as green stabilizer and employing UV light was described in previous 
research [13]. Briefly, Gel solution 1 wt% was stirred at 40oC for 1 hour until obtaining 
transparent solution. After that, different amount of AgNO3 1 wt% were added into Gel 
solutions and stirred at room temperature for 10 minutes. Then Gel-AgNO3 mixtures 
were exposed under ultraviolet light using fluorescent lighting fixture for 6 hours to 
synthesize Gel loaded AgNPs (GelAg) solutions. 

Encapsulation of curcumin using gelatin loaded silver particles. Transparent 
solution containing Cur and POX 407 in 5 ml methanol was prepared and quickly wise-
dropped into 20 ml of prepared GelAg solution while stirring. The mixture was 
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sonicated for 20 mins using probe sonication (QSONICA, USA) with amplitude of 30 
and temperature was kept at 25 ± 1oC in an ice-water bath. Then, 30 µl of glutaraldehyde 
(GA) 5% was added into the mixture and left stirring for 2 hours. After that, the mixture 
was centrifuged at 1000 rpm for 30 minutes. Finally, the supernatant was collected and 
lyophilized at -50oC for 24h. 

Table 3. Formulation compositions (weight basis) for the preparation of GelCurAg 
scaffold. 

Code UV time Ag
+
 

GelCur - - 
GelCurAg150 6 h 150 ppm 
GelCurAg75 6 h 75 ppm 
GelCurAg60 6 h 60 ppm 
GelCurAg45 6 h 45 ppm 
GelCurAg30 6 h 30 ppm 

UV-Visible absorbance. In order to confirm the presence of AgNPs within GelAg 
complex, Multi-plate reader (VarioskanTM LUX multimode microplate reader) was 
employed for spectrum absorbance measurement.  

Particle size and zeta potential. The particle size and zeta potential of GelCurAg 
system were analyzed by Zetasizer Nano Series (Malvern Instrument Limited, UK) (n 
= 3). 

Morphological observation. A scanning electron microscope (SEM, JEOL JSM-
IT100) was employed to observe the morphology of GelCurAg scaffold at 7 and 14 kV. 
Before SEM observation, the samples were coated with platinum using the coating 
machine (Cressington Sputter Coater 108 auto). 

3 Results and Discussion 

3.1. UV-Visible absorbance 

 
Figure 1: Fabricated GelAg solution with different AgNPs concentration (a) 30, (b) 

45, (c) 60, (d) 75, and (e) 150 ppm. 

Figure 1 displays the change in color of GelAg solution, in which the color of GelAg 
solution changed from colorless to yellowish due to the excitation of surface plasmon 
resonance, a characteristic feature of synthesized AgNPs [14]. The more the amount of 
AgNPs resided in solution, the darker the color of GelAg solution is. 
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Figure 2: Corresponding UV-visible spectrums of GelAg complexes. 

Figure 2 illustrates the UV-Visible spectrum of GelAg complex. The absorption peak 
was recorded at around 430-450 nm in the UV-Visible spectrum confirming the 
formation of AgNPs [13]. Aquatic solution containing AgNO3 and Gel under the effect 
of UV irradiation can produce solvated electrons which in turn reduce the metallic 
cations to the metallic atoms and finally coalesce to form agglomerates [15]. Then 
AgNPs are stabilized by the amine pendant groups on the gelatin backbone, ultimately 
leading to the formation of gelatin-stabilized AgNPs. After the synthesis of GelAg 
complex, Cur was loaded into this system using sonoprecipitation method. Cur and 
POX 407 were dissolved in methanol and to form solvent phase, which was then 
dropwised into anti-solvent phase (GelAg complex) to form an oil-in-water emulsion. 
Then, POX 407 with a hydrophobic portion and a hydrophilic one was employed as 
emulsifier to stabilize this system. 

3.2. Particle size and Zeta potential analysis 

Table 4. Zeta sizer analytical results of different formulations GelCurAg scaffold (n 
= 3). 

Code Particle size (nm) PdI Zeta potential (mV) 
GelCur 217.0 ± 16.4 0.21 ± 0.06 29.1 ± 0.5 
GelCurAg150 207.5 ± 47.8 0.31 ± 0.03 25.7 ± 0.7 
GelCurAg75 238.9 ± 40.8 0.13 ± 0.07 32.9 ± 1.9 
GelCurAg60 230.2 ± 39.8 0.11 ± 0.06 33.5 ± 0.8 
GelCurAg45 262.5 ± 71.8 0.14 ± 0.09 27.1 ± 0.6 
GelCurAg30 387.7 ± 67.4 0.18 ± 0.13 32.9 ± 0.9 

Shown in table 2 are various analyzed parameters obtained by Zeta sizer. The 
presence of AgNPs inside the system slightly increased the size of GelCurAgNPs, 
except for GelCurAg30, while there was no significant difference in stability among 
different formulations. The formation of AgNPs did not alter the size of the NPs 
significantly and the nano-suspension remained stable for two weeks before the oil-in-
water emulsion collapsing, leading to the separation of oil and water phase. However, 
since the gel strength of Gel type A used was high, ~300 g Bloom, the system was more 
in the gel form and could be utilized for topical treatment. 

3.3. Morphology observation  
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Figure 3: SEM morphology of fabricated GelCurAg scaffold at different AgNPs: 

(a) 0, (b) 150, (c) 75, (d) 60, (e) 45, and (f) 30 ppm. Scale bar: 100 µm. 

SEM was employed to observe the differences in morphology of GelCurAg scaffold 
of different formulations. Polymeric scaffolds are substrates for the implanted cells with 
good physical support to control the tissue restoration or improve the functional tissue 
regeneration. The 3D polymeric scaffolds with highly porous and well-interconnected 
open pore structure can also support cell adhesion, migration, proliferation, and 
differentiation. Gel loaded Cur alone obtained the largest pore size and when AgNPs 
were loaded, the pore size of GelCurAg became smaller due to the interaction between 
AgNPs and Gel backbone. While at 150 ppm, the GelAg interaction created a 
disoriented structure due to the dominance in negative charge of AgNPs. After reducing 
the amount of AgNPs the system became more even in distribution of smaller size pores 
and interconnected pores. When decreasing AgNPs loaded to 45 ppm, the system 
became disorient again and larger pores 3D structure was observed, this might due to 
the lack of AgNPs leading to the unbalance in solution electrolyte charge and altered 
the topography of GelCurAg scaffold. Based on SEM observation, GelCurAg75 seems 
to possess the most promising structure with the pore size ranging from 100 to 200 µm, 
which is suitable to support cells to migrate and adhere.  

4 Conclusion 

In this initial study, GelAg complex was utilized to encapsulate Cur to achieve a novel 
system which is anticipated to possess outstanding antibacterial property and aim to 
stimulate wound healing capacity. The results suggest that at AgNPs equaled to 75 ppm, 
the system obtained the most potential topography due to highly porous structure and 
even distribution of pores and interconnected pores. Thus, the processed sample is 
appropriate for further investigations and developments to examine and enhance its 
characteristics and in vitro performance to achieve the most optimal formulation. 
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Abstract: In recent years, there has been a wide range of studies about 
demonstration of micro-plasma safety on cells. This study emphasizes micro-
plasma effects on cells, especially proliferation and migration, by using Western 
Blot technique and Image J analysis software determines the relative density of 
protein γ-H2AX (the protein marks a deoxyribonucleic acid - DNA breaks) in 
groups of muscle cell of mice (L929) treated by N2/Ar micro-plasma in different 
exposure time (0, 5, 10 and 15 second) with capacity 17 W. Analysis of results 
aims to evaluate and compare micro-plasma safety in various exposure time. In 
conclusion, by those results lead to confirm the safety of micro-plasma at the 
molecular level in terms of cell viability, proliferation and migration. Thanks to 
micro-plasma effects on cell, micro-plasma is used in wound healing, 
sterilization, and can even be used to kill cancer cells. 
Keywords: N2/Ar micro-plasma, cell proliferation, cell migration, Western Blot, 
protein γ-H2AX 

1 Introduction 

The term plasma in physics refers to a partially ionized medium, usually gas. 
Importantly, plasma not only produces electrons and various ions, but also neutral 
(uncharged) atoms and molecules, such as free radicals and electronically excited atoms 
having high chemical reactivity and the capability to emit UV [1]. Plasma-based 
electrosurgical devices have long been employed for tissue coagulation, cutting, 
desiccation, and cauterizing [2]. Recently, there have been significant developments in 
cold atmospheric pressure plasma science and engineering. New sources of cold 
atmospheric pressure plasma with well-controlled temperatures below 40oC have been 
designed, permitting safe plasma application on animal and human bodies [3]. In the 
last decade, a new innovative field, often referred to as plasma medicine, which 
combines plasma physics, life science, and clinical medicine has emerged. This field 
aims to exploit effects of plasma by controlling the interactions between plasma 
components (and other secondary species that can be formed from these components) 
with specific structural elements and functionalities of living cells [4]. 

Micro-plasma is a cold atmospheric pressure plasma. The size of micro-plasma 
depends on the distance between the two electrodes, ranging from tens, hundreds, even 
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thousands of micrometers. In micro-plasma, gas can be maintained close to room 
temperature [5]. By virtue of outstanding features such as reactive oxygen nitrogen 
species production at the atmospheric pressure and room temperature conditions, 
micro-plasma becomes the best choice for wound healing, sterilization, blood 
coagulation, Studies on the application of micro-plasma for cells and animals have 
determined that a certain amount of plasma can promote wound healing, cell 
proliferation and migration, etc.  

However, detailed mechanisms at the cellular and molecular level are not yet fully 
understood. Is it really safe to use micro-plasma for treatment on cells, animals and 
humans? This study will test the safety of micro-plasma effects on L929 mouse skin 
fibroblasts through the determination of γ-H2AX protein content (the protein marks a 
DNA breaks) by Western Blot technique. From there, reaffirmed the safety of micro-
plasma in the stimulation of cell proliferation and migration. 

2 Materials and Methods 

2.1 Fibroblast Cell (L929) Culture 

Fibroblast cells derived from an immortalized mouse fibroblast cell line were 
preserved in alpha modified Eagle’s medium (a-MEM) with 10% horse serum (Gibco, 
Invitrogen, CA, USA) and 10 ml 10 000-U ml-1 penicillin – 10 000 mgml-1 streptomycin 
(Sigma, St.Louis, MO). Before the experiments, fibroblast cells were washed with 
phosphate buffered saline (PBS), and detached with trypsin (Gibco, Invitrogen). In the 
cell coverage model, fibroblast cells were placed consistently in a 24-well plate (Nunc, 
Thermal Scientific), with 7.5 x 105 cells/ml in a complete medium, and maintained at 
37oC under 5 % CO2 for 24 h. Fibroblast cells with two different cell densities were 
prepared for the various experiments, and these are denoted as “the test cells”. 

2.2 Protein γ-H2AX 

In recent years, a new biomarker, the phosphorylated histone H2AX, has become a 
powerful tool to monitor DNA breaks. When DNA damage, whether it is endogenous 
or exogenous, forms double stranded breaks (DSBs) or single stranded breaks (SSBs) 
which are in chromatin. They promptly initiate the phosphorylation of the histone H2A 
variant, H2AX, at Serine 139 to generate γ-H2AX [6]. This newly phosphorylated 
protein, γ-H2AX, is the first step in recruiting and localizing DNA repair proteins. DNA 
breaks can be induced by mechanisms such as ionizing radiation or cytotoxic agents 
and subsequently, γ- H2AX foci quickly form. These foci represent the DNA breaks in 
a 1:1 manner and can be used as a biomarker for damage. 

Given the nexus between DNA breaks and the γ-H2AX response, as well as the 
allowable conditions of the study, we used the Western Blot technique to obtain γ-
H2AX protein density to determine DNA breaks. 
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2.3 Micro-plasma system 

A custom-made micro-plasma jet source was driven by a radio-frequency power 
supply of 13.56 MHz (ENI ACG-3B, MKS Instruments Inc., Rochester, New York, 
USA) with a matching device (ACG-3B, ENI Corp., Rochester, USA). This jet source 
was a capillary electrode through which the additive N2. The micro-plasma device used 
in this work contained a quartz tube as the gas channel and a dielectric layer with an 
outer diameter of 2 mm. At the center of the quartz tube, a stainless steel capillary tube 
(with a diameter of 0.2 mm, fixed by a perforated Teflon fitting) was used as the inner 
electrode as well as the N2 or O2 feeding tube. A copper chip was used as the outer 
electrode, and this was connected to a generator (Fig.1).  

Fig. 1 Illustration of non-thermal atmospheric N2/Ar micro-plasma applied for the stimulation of 
fibroblast cells in medium 
2.4 Temperature Measuring 

Plasma plume temperature was estimated using a fiber op-tic thermometer. The 
distance from the fiber to micro-plasma jet nozzle was about 4 mm. The temperature 
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was measured in a range of applied powers from 13 to 17 W with a flow rate of 5 
standard litre per minute (slm) Ar. To produce N-containing radials in an excited phase, 
0.1, 0.5, and 1 % (2.5, 12.5, and 50 sccm) of N2 were poured into Ar plasma in the 
capillary tube. 

For a given supplied power, an increase in N2 content significantly decreased the 
average temperature, in particular for the cases with relatively high supplied powers. In 
the following studies, a supplied power of 13 W and a distance of about 4 mm between 
the target substance and micro-plasma jet nozzle were used in order to maintain the 
desired temperature (Fig.2). 

Fig. 2 The apparent plasma plume temperatures were measured as a function of the supplied 
power with the addition of N2  

2.5 Ultraviolet detection 

Fig. 3 The UVA and UVB vary with the addition of N2 (0.1, 0.3, and 0.5%, respectively) to the 
Ar micro-plasma  

Plasma UVA and UVB were estimated using a UV sensor. Micro-plasma device 
was placed on an X-Y coordinated table and the distance from micro-plasma jet nozzle 
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to the UV sensor was varied from 3-9 mm. The UV intensity was measured in applied 
powers from 13 W with a flow rate of 5 slm Ar. To produce N-containing radials in an 
excited phase, 0.1, 0.3, and 0.5 % of N2 were poured into Ar plasma in the capillary 
tube. 

UVA and UVB intensity were significantly decreased with the different distance 
from the plasma jet to UV sensor. The result of the UVA and UVB in the case of 0.5% 
N2/Ar micro-plasma, the UV intensity with the distance vary from 3-9 mm also smaller 
than the UV standard (1000 J/cm2), therefore this result is confirm the bio-safety of 
micro-plasma device for biomedical applications (Fig.3). 

2.6 Cell Proliferation and Cell Coverage Tests 

The test-cell viability with and without plasma exposure was assessed via MTS 
assay (CellTiter 96 AQueous One Solution proliferation, Promega). In the experiments, 
plasma-exposed cells were cultured for 24 or 48 h (two groups). The reagent Aqueous 
One solution (≈60 µl) was directly added to the culture wells containing both groups of 
cells. After 3 h incubation at 37 oC under 5 % CO2, the solution (≈100 µl) in each culture 
well was transferred to 96-well plates (Nunc, Thermal Scientific). The absorbance at 
492 nm for the solution in 96-well plates as measured with a standard microplate reader 
(Multiskan EX Labsystems, Finland). The quantity of formazan product in association 
with the intensity of absorbance was directly proportional to the number of cultured 
living cells. The migration ability of the plasma-exposed cells was assessed.  

The test cells were first exposed to N2/Ar micro-plasma for 5, 10, or 15 s. The gaps 
filled by the test cells and plasma-exposed cells were observed using an optical 
microscope and evaluated with the WIMASIS image analysis software. Cell coverage 
tests were carried out every 3 h until the gaps were fully covered. 

2.7 Analysis of H2AX phosphorylation by Western Blot 

Protein extraction and quantification:  
Wash cells with cold PBS and then lyse with ice cold RIPA buffer for 45 minutes 

at 4oC. Centrifuge the extracts at 12 000 g for 15 minutes at 4oC. Collect the supernatant 
containing total extracted proteins. BCA protein assay kit (Pierce Scientific Ltd) will 
be used for protein quantification. 

SDS-PAGE and Western blot:  
• Load samples (30-50 ug protein) on a polyacrylamid gel (4.0 % stacking gel and 15 

% running gel).  
• Run gel at 100 V (Bio-Rad Mini-Protean gel electrophoresis system will be used). 
• Transfer proteins from the gel to the membrane. 
• Equilibrate gel in transfer buffer for 15 minutes. 
• During equilibration, cut nitrocellulose to the size of the gel; wet in water and soak 

in transfer buffer. 
• For each gel, cut 2 pieces of 3 mm paper to size of gel and soak in transfer buffer. 
• Wet pads with transfer buffer. 
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• Assemble transfer unit as outlined below: (Red) pos. pole – clear plate – pad – 3 mm 
– nitrocellulose – gel – 3 mm – pad – black plate – neg. pole (Black). Make sure no 
bubbles are trapped. 

• Close the sandwich board and dunk into partially filled transfer chamber. 
• Put in "BioIce" and fill chamber to top, but do not over fill. 
• Run transfer at 30 volts overnight in a cold room. 
• Verify transfer by staining with Ponceau S dye. 
• Block membrane for 1 h at room temperature on an or-bital shaker using 5% (w/v) 

non-fat milk in TBST. 
• Incubate with primary antibody diluted in TBST (1:1000-Phospho-Histone H2A.X 

(Ser139) (20E3) Rabbit mAb #9718 Cell Signaling) overnight at 4oC on an orbital 
shaker. 

• Pour off primary antibody solution and wash 3 x 10 min in TBST at room 
temperature. 

• Incubate with secondary antibody (Anti-rabbit IgG, HRP-linked Antibody #7074 - 
Cell Signaling) diluted (1:2,000) in 5% milk in TBST for 1 hr at room temperature on 
an orbital shaker. 

• Pour off secondary antibody solution and wash 3 x 10 min in TBST at room 
temperature. 

• ECL chemi-luminescence [Amersham Biosciences (GE)] will be used to detect 
protein bands. Manual band quantification will be carried out using Image J. 

 

3 Results 

3.1 Stimulation of Fibroblast Cell Proliferation 

Fig. 4 (a) The progression of cell coverage, 6 and 12 h after plasma exposure times of 5, 10, and 
15 s, were recorded with an optical microscope and (b) plotted for statistical analyses. Error bars 
indicate the standard error of the mean for n = 6 independent experiments. 

Figure 4a shows images taken during the cell coverage tests for the plasma-exposed 
cells after incubation for 6 or 12 h. Figure 4b further examines the cells coverage rates 
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in association with the cell migration ability. Significant increases in cell migration 
were found for the plasma exposed cells (5, 10, or 15 s) after incubation for 6 or 12 h 
(p<0.05 or 0.01), as compared with the untreated ones. 

For example, there was ≈80% increase in the cell coverage rate (≈60% increase for 
the untreated cells) for the test cells after 10 s plasma exposure and 6 h incubation. For 
a similar plasma exposure time and 12 h incubation, ≈98% increase of cells coverage 
rate (≈87% increase for the untreated cells) was estimated. 

3.2 The relative density (γ-H2AX/α-tubulin) corresponds to proliferation and 
cell migration from the results in Section 3.1 

Based on the results of the γ-H2AX protein concentration obtained, the DNA 
breakages at different dose times are different (Fig. 5).  

Fig. 5 The graph showing the relative density of the γ-H2AX protein derived from L929 
cell samples treated by 0.5% N2 /Ar micro-plasma at different exposure times 

In this primary result, the amount of DNA breakage in the groups is not too large. 
Correspondingly, the relative density of the γ-H2AX protein of the cell group which is 
exposed for 5 seconds, is 0.5. It is 0.1 unit lower than the cell group not exposed by 
micro-plasma. It is the same with the cell group exposed to micro-plasma for 10 
seconds, the relative density of the γ-H2AX protein was 0.52. It is 0.12 unit lower 
comparing to the untreated group. This proves that the rate of DNA breakages in the 5-
sec and 10-sec groups are lower than in the untreated group. There might be cell deaths 
exit due to the effects of ROS on DNA fragmentation, but the amount is not significant. 
Essentially, the amount of DNA that breaks down is still within the DNA repair range. 
The amount of cells observed during these periods proliferate, due to the mechanism of 
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action of RNS. The reasonable dose time (5 seconds and 10 seconds) can be considered 
reasonable for cell proliferation with the power of 0.5% N2/Ar at 13 W. 

At 15-sec duration, the relative density of the γ-H2AX protein increases by 0.1 
compared to the untreated cell group. This may be due to DNA repair does not respond 
fast enough to DNA damage, resulting in cell death in the form of apoptosis but there 
is no signs of necrosis.  

4 Conclusions 

From the results of the experiment, the level of safety of the micro-plasma is 
confirmed again. It is possible to see that the effective time of cell exposure micro 
plasma to stimulate cell proliferation is from 5 to 10 seconds with 13 W capacity. The 
reason is that many components of micro-plasma interact with cells, especially 
ROS/RNS concentration generated from micro-plasma is enough to stimulate 
proliferates cells. Evidence is that the number of cells observed under the microscope 
increases and that the relative density obtained is very low. Without a DNA repair 
mechanism, DNA breakage will cause cell death. 

When the dosage of micro-plasma exceeds the allowable safety threshold (high 
power, long exposure time), the number of DNA breaks increases (due to excessive 
ROS oxidative stress, high levels of ultraviolet rays, etc.). As can be seen in the results 
with a 15-second exposed-time, the number of cells decreases significantly and the 
relative density increases. This primary result demonstrates that with a low dosage, 
micro plasma can minimize DNA damage, restore cells, proliferate cells (heals 
wounds), but with a higher dose level, micro-plasma can cause cell death in the form 
of apoptosis. As a consequence, it can be said that micro-plasma is safe for cells with 
low dosage. 
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Abstract. The prosthetic hand is used to replace a missing part of a hand, which 
may be lost through trauma, disease, or congenital conditions in order to restore 
the normal functions of the hand. The state of the art design and development of 
prosthetic hands has been well studied and documented. The modern prosthetic 
hands which are computer-controlled via the means of electromyogram (EMG) 
signals are very helpful for amputees; however, they are expensive, not always 
available for low-income populations. This study presents a cost-effective 
solution for innovative design and development of a prosthetic hand for a patient 
who lost both hands due to the work accident. Design concepts of the prosthetic 
hand were successfully developed and tested. Different strategies for cost-
effective design and development of the high-value added prosthetic hand are 
also discussed, including mass-customization and design for additive 
manufacturing. 
Keywords: Prosthetic Arm, Rehabilitation, Reverse Engineering, Design. 

1 Introduction 

A prosthetic hand is an artificial device that replaces a missing part of a hand, which 
may be lost through trauma, disease, or congenital conditions, in order to restore the 
normal functions of the hand. The prosthetic hands can be divided into cosmetic hand, 
body-powered hand and electromyogram (EMG) prosthetic hand or bionic prosthetic 
hand [1,2]. There has been a lot of effort working on design and development of the 
smart prosthetic hand which is computer-controlled by the means of EMG surface 
electrodes [1-5]. The EMG technology allows the amputees to conveniently control 
and use the prosthetic hand for the daily activities. However, most of the EMG 
prosthetic hands are expensive for the low-income populations. In addition, the 
use and maintenance issues of the prosthetic hands need to be taken into account, 
especially for cases where amputees have to work and use the prosthetic hands in 
different working environments and weather conditions.  

In this study, cost-effective solutions for innovative design and development of a 
prosthetic hand for a patient who lost both hands due to the work accident are presented 
and discussed, with the focus on the meeting well the daily need of a patient, and the 
use of the state of the art design and product development to obtain the added-values.  

The rest of the paper is organized as follows. Section 2 presents materials and 
methods used for cost-effective and innovative design and development of a prosthetic 
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hand. Section 3 presents the main results and discussions about the design analysis and 
test of a developed prothesis hand. Finally, Section 4 presents summaries, conclusions 
and suggestions for further studies. 

2 Materials and methods 

2.1 Data collection and identifications of need and technical requirements 

Figure 1 presents a patient who lost both hands due to the accident with the common 
daily activities, including driving a bike or motorcycle (A, D, H), using the computer 
(B), preparing the food and cooking (E), drinking and eating (C, F), and writing (G). 
 

 
 
 
 
 
 
 

 

 

Fig. 21. Daily activities of a patient who lost both hands due to the accidents. 

Both the RE and CT scanning techniques were used for the patient data collection to 
be sure that the obtained 3D models of anatomical parts are reconstructed with the 
required accuracies. The full 3D body model is used as the reference and direct inputs 
for designing assistive components such as Velcro straps for attachment of the 
prosthetic arm to the body.  

The main requirement is to develop prosthetic hands used to mainly assist the daily 
basic activities of a patient with the reasonable price, easy use and maintenance. Both 
forearms were partly missing in which only the right forearm and elbow is able to move 
and pro-actively assist the daily work. First of all, in order to fully develop the prosthetic 
hand that meet well the clinical and technical requirements, the patient data in the form 
of 3D models of the forearm, elbow, arm and shoulder needs to be collected and 
reconstructed. In this study, the non-contact Reverse Engineering (RE) techniques are 
used with the use of RE scanner and CT/MRI images [7,8] as shown in Figure 2. 
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Fig. 22. Data collection and 3D modeling of the body parts for design activities. (A, B): RE 
scanning. (C, E): 3D models constructed from scanned point data. (D, F): 3D models constructed 
from CT images.  

 
2.2 Concept Design, Embodiment and Detail Design 

Figure 3 presents a method for innovative design and development of a prosthetic hand. 
Based on the identified need of a patient and technical requirements, different design 
concepts are proposed, taking into account the prioritized daily activities to meet well 
the customer need. In order to obtain the cost-effectiveness and proposed functions of 
a product, within the scope of this study, the selected design concept for embodiment 
and detailed design is the manually-controlled prosthetic hand, not the bionic EMG one 
which will be further developed in the next versions of the product. 
 
 
 
 
 

 

Fig. 23. A method for innovative design and development of a prosthetic hand. 

State of the art design methods were applied for the design, including modular 
design, mass-customization [6], design for assembly, disassembly and design for 
manufacturability (3D printing and Additive Manufacturing).   The basic design tasks 
are normally divided into three main groups: (i) Connection of hand-forearm- upper 
arm parts; (ii) Control of the hand for getting skillful jobs; and (iii) Diversification of 
functions of hand kits.   Figure 4 presents the fully developed 3D CAD assembly of the 
first design concept of a body-powered prosthetic hand. This first design concept is able 
to allow the user do the most commonly daily activities such as picking-up and carrying 
objects (A) and using the computer (B) mouse via two different end-effector (action 
units). 
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Fig. 24. A fully developed 3D CAD assembly of the first design concept of a prosthetic hand. 

3 Results and Discussions 

Figure 5 presents the successfully developed prototypes of the first design concept of a 
body-powered prosthetic hand, evaluation and test of using a prosthetic hand to do the 
common daily activities. 

This first design concept is used mainly to meet the basic daily requirements of a 
patient, especially it is used for detailed evaluations of the clinical need for further 
development of the next version of a product, including the bionic EMG one, with the 
focus on Design for Additive Manufacturing and Design for Mass-customization.  

For the technical aspects, the following are the most important specification and 
important points taken into account during the design: (i) Light weight, (ii) Mechanical 
strength, (iii) Grasping load and stability, (iv) Functionality, (v) Ease of assembly and 
disassembly, and (iv) Size and personalized design feature for a device to be well fitted 
with the forearm.  In order to obtain the light weight, the forearm tube, hand, and 
fingers, the light materials are used such as plastic, silicon, rubber or aluminum. For the 
next version, the topology optimization and design for additive manufacturing will be 
applied to achieve both lightweight and mechanical strengths as well as personalized 
design [6-8].  

In order to control well the grasping load and to obtain the stability when using the 
prosthetic hand, it is required to use at least 3 fingers including a thumb and two others 
[9]. This property enables the fingers to be accurate in holding and grasping. Different 
functional kits for the end-effector (action unit) are used in order to obtain the 
multifunction (Figs.4 & 5), with the ease of changes (assemblies and disassembly).  

Based on the 3D CAD models of the arm and forearm (Fig. 2), the part for fixation 
of the prosthetic hand to the forearm and arm was optimally designed with the 
personalized features.  The innovative features of the design are shown in the design of 
the wrist connector with a mechanical trigger. The wrist connector plays the important 
role of a mechanical interface to make the forearm easy to combine with different 
functional kits, to allow the user to manually change (assembly and disassemble) the 
functional kits by simply pulling the mechanical trigger. The wrist connector runs as a 
plug and play device and allows the user to carry out one-touch action of assembly and 
disassembly. Finally, the holding belt with a curved sickle shape like a crescent moon 
was integrated in the design to allow the prosthetic hand fixed to the forearm and arm 
of the user tightly and comfortably with the ease of use. Moreover, the design was 
simplified by the use of connection bars between the upper and low fixation parts which 
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function as the elbow; this reduces the weight of the prosthetic hand, with reduced 
frictions. 

  
  
  
  
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  
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Fig. 25. (A-F): Successfully developed prototypes of a body-powered prosthetic hand. (G-K): 
Evaluation and testing of using a prosthetic hand for the common daily activities. 

In order to work on the detailed analysis and evaluation of the clinical need for 
further development of the next version of a product, including the bionic EMG one, 
the design evaluation and practical tests were implemented with the use of different 
functional kits for the end-effector, in which the main objective is to evaluate the 
performance of the comfortableness, stiffness, and accuracy as well as the functionality 
of the developed prosthetic hand, aimed to meet well the need of a patient (user). In this 
way, the following are the questionnaire and the raised issues for a feedback from a 
patient after the test: (a) Ease of assembly and disassembly of the functional kits and 
wearability without the help of others, (b) The weight of a prosthetic hand, (c) Ease of 
use and control and (d) Performance of the daily activities with and without the use of 
the prosthetic hand.  

The test procedure consists of four groups as follows. The first one is to self-wear 
the prosthetic hand with the several times (Fig.5 G). With the short training and guide, 
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a patient can self-wear the prosthetic hand in less than a minute.  The second one is to 
wear the prosthetic hand as long as possible with the position shown in Fig.5 H, in order 
to assess the comfortability of wearing a device. the average time of wearing 
comfortably is about 19 minutes. The third one is to hold and grasp objects (Fig.5 I). 
The patient said that he was able to control the fingers to hold cylinder objects easily. 
However, the weight and the diameter of objects should not be over 5kg and 10cm 
respectively. The forth one is to use the computer mouse (Fig.5 D, E, K). The patient 
was able to use the computer mouse by clicking on the right and left buttons, and easily 
move the mouse. However, if he needs to click a button longer than a 5 second, it is a 
bit challenging. A patient was happy with the proposed functions and the issues related 
to the safety and noise during the use of a device were well-controlled.  

4 Conclusion 

In this study, the cost-effective solutions for innovative design and development of a 
prosthetic hand for a patient who lost both hands due to the work accident are presented 
and discussed, with the focus on the simple design concepts to meet the basic daily 
requirements of a patient. Basic design concepts of the prosthetic hand with different 
functional kits were successfully developed and tested, and it allows a patient to do the 
most common daily activities. The successfully developed prototype is also used for 
detailed analysis and evaluation of the clinical need for further development of the next 
version of a product, including the bionic EMG one.  

The successfully developed prototypes meet the key technical requirements and 
basic need of a patient. The next versions of a product will be developed with the better 
functionality, cost-effectiveness and the ease of use, especially the following ones: (1) 
To apply the emerging design methods, including topology optimization, design for 
additive manufacturing, mass-customization and personalized design [6-8],  in order to 
minimize the weight and to obtain a better wearability and functionality as well as added 
values for a device, and (2) To work on personalized design and cost-effective 
development of the EMG prosthetic hand or bionic prosthetic hand [1-5]. 
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 Abstract. Our study aims to design the prototype system, which includes the 
non-contact temperature sensor, embedded system, and database. Using a 
specialized mechanical fixture and a simple calibration technique, preliminary 
results show desirable temperature measurement performance. To reduce the 
inconvenience caused during direct measurement to the users such as having the 
thermometer clamped to one part of the body (mouth, armpit, or rectum) and kept 
fixed for a certain period, our device provides a new measuring method without 
the need for contact and quickly displays results with high accuracy compare with 
other devices. Moreover, our purpose is to use this device for making the timely 
diagnosis of malaria through the human temperature in households, schools, and 
hospitals. 
Keywords: Non-contact, Infrared thermal, Temperature, Microcontroller, 
Reducing noise. 

1. Introduction 

The temperature of the human body is one of four main vital signs which must be 
observed daily to ensure safe, effective care and is being applied in all healthcare 
environments [1]. Consequently, recent years have seen increased attention being given 
to automatic temperature monitoring technology. In comparison with traditional 
techniques including the Digital Axillary Thermometer (DAT), the automatic 
thermometer can reduce the labor cost and capture continuous, reliable and rapid 
recording. 
 This paper deals with non-contact measurement methods, using the infrared sensor. 
Everything emits infrared light. Infrared sensor detects infrared light and 
microcontroller analyze them to get the temperature. Non-contact thermometers use 
infrared thermal allow measure body’s temperature with minimal (tympanic 
membrane) or no (Non-contact Infrared thermometer NCIT) contact with the body [2]. 
Moreover, allowing for easier and faster use when monitoring huge numbers of 
individuals like in school, in hospital, in airports or in border crossings (limit the 
disinfection of the thermometer process), apply widespread following the SARS(Severe 
Acute Respiratory Syndrome) infection, and particularly during the pandemic H1N1 
outbreak [3]. In a similar situation when the outbreak of the disease in Hong Kong, the 
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student was required to measure their body temperature at the entrance of the school. 
The design of an automatic and rapid measuring device is an urgent demand. However, 
the accuracy of the device is a matter to be considered and it also causes a lot of 
discomfort when users wear the device like a forehead mask [4]. In the researching 
process, we found that infrared sensors give inaccurate results due to the effect of 
external factors such as ambient temperature and distance from the sensor to the object.  
 Consequently, in our paper, we find an approximately function to reduce noise. 
Besides the infrared sensor MLX90614 [5] for non-contact temperature measurement, 
we use (SONAR) sensor [6] to measure distance and the thermal sensor LM35 [7] to 
capture the environment temperature. The approximation functions based on the 
distance, environment temperature and body temperature will be calculated by excel. 
Then, we applied them to the Arduino IDE’s program to gain the exact temperature for 
each circumstance and display in the LCD [8]. By taking into account the influence of 
environmental factors, the approximation gives a more realistic result, respond flexibly 
to changes in the environment and contributes to simplifying the measurement process. 

2 Hardware Design And Operating Principle 

2.1 Hardware design 

According to the method described above, the components on the board are divided into 
four main units: 
 Receiver, transmitter, data processor: LM35 thermal sensor, ultrasonic sensor HC-

SR04, infrared sensor MLX90614. 
 Control Device: Arduino Nano [9], LCD Contrast Ratio Switch, On/Off Switch. 
 Display Device: LCD. 
 Independent DC power supply: source 9V DC.  
The relationship between the components is shown in the diagram. We use the power 
9V to power all the devices in our system. The environmental temperature is measured 
by the LM35 sensor. To determine the human temperature, we use the Infrared sensor. 
The other essential data is the distance between the human and the sensor which is 
measured by the ultrasonic sensor. All data is transmitted to the Arduino Nano, which 
will combine, process, output the result to the user. When all data is processed, we use 
LCD to display the result. 

 
Fig. 1. Operational principle. 
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Arduino with LCD: The Arduino Nano is complete, small, board-friendly board 
base on the ATmega328 (Arduino Nano 3.0) or ATmega168 (Arduino Nano 2.x), in 
this product, we use Arduino 3.0.  This board is easy to use and programming (using 
Arduino IDE software based on C programming language) and connected to LCD 
through 12, 11, 5, 4, 3, 2 pins. We use LCD 16x2, with 2 rows on the screen, each row 
has a maximum of 16 characters. During measurement, the LCD shows the distance, 
ambient temperature, and temperature from the IR sensor. After calculating the 
influence of environment, the value of the MLX is replaced by the body temperature. 

 

 
a. Arduino nano. 

 
b. LCD 16x2 . 

Fig. 2. Arduino nano [9] and LCD 16x2 [8]. 

Thermal sensor LM35: LM35 [7] is an analog, linear temperature sensor. The voltage 
output of the LM35 increases 10mV per degree Celsius rise in temperature. The 
accuracy is high and depends on the temperature range, at a temperature of 25 degrees 
Celsius, the error is ±1 degrees Celsius, the room temperature accuracy is 0.25 and the 
error between -55 and 150 is ±1.5 degrees Celsius. We can calculate the temperature: 

 U = t * k (1) 

t = U/k = 1.1/1024/0.01 = 0.10742188 oC                                   (2) 

Where U is the value read from the analog-Read function and U = 1.1 is the 
maximum value of the reference voltage, connected to Arduino via A0 pin and k = 0.01. 
This means that it will map input voltages between 0 and 1.1 volts into integer 
values between 0 and 1023. This yields a resolution between readings of 1.1 
volts/1024 units or 0.0010742188 volts (1.0742 mV) per unit. So, the temperature 
is 1.0742/10 equal to 0.10742188 per unit. 
Infrared sensor: Infrared sensor MLX90614 [5] uses I2C interface. It has a compact 
design, high precision thermal sensor. This sensor calibrated in wide range: -40℃ to 
125℃ for sensor temperature and -70℃ to 380℃ for the object temperature, high 
accuracy of 0.5℃ within the range of 0-50℃ for both T ambient and T object. This 
sensor can transmit continuously the measured object temperature for an object 
temperature range of -20 to 120˚C with an output resolution of 0.14˚C by the 10-bit 
PWM. Supported by the Adafruit-library Master [10] and is communicated with 
Arduino by two pins A4 and A5. Follow is the image of MLX90614 sensor. 
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Fig. 3. MLX90614 sensor [5]. 

Ultrasonic (SONAR): Module Ultrasonic sensor HC-SR04 [6] is able to measure 
the range from 2-400cm, precision 3mm and effectual angle is smaller than 15°. The 
working principle of the ultrasonic sensor is as follows: the high-level signal is sent at 
least 10us by using IO Trigger. The module sends eight 40 KHz signal automatically 
and then detects whether a pulse is received or not. If the signal is received, through 
high level, time of high duration is the time gap between sending and receiving the 
signal. 

Distance = (Time x Speed of Sound ∈ Air)/2 (3) 

In the circuit connections, “TRIGGER” an “ECHO” pins are connected to pin (A4) and 
(A5) of Arduino. This sensor measures precisely the distance without actual contact 
and used at several places like water level measurement, small distance measurement. 

 

Fig. 4. Ultrasonic sensor [6]. 

2.2 Operating Principle 

Fig 5 is the flow chart which talks about the method that we can define and calculate 
the approximating function. At first, we have to measure the body temperature in twelve 
times by the IR sensor, so we create a counter begins at 1 and finish at 12, the initial 
distance is 10cm (measured by the Ultrasonic sensor). Then, the LM35 sensor is used 
to measure the ambient temperature, each time the value of Ta and T is saved, we 
calculate ΔT with ΔT=T-Ta, increase the  distance to about 20cm, and increase the 
counter to 1, while the counter is smaller than 12, we continue to measure and collect 
the data from the device. If the variable counts to the last value, we perform the function 
approximation by excel. Typically, this function is a quadratic or a fifth polynomial of 
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the variable that is the distance between the device and the meter. The accuracy of this 
function will be checked by comparing the error with 3%. We have to do this process 
until found the logical result. On the contrary, saving the function. We divide the 
ambient temperature into a variety of gap, from 23 to 34, increase one degree for one 
step, so we have an approximating function corresponding with each Ta. So, the final 
result quite exactly with the error is smaller than 3%, this rate is the optimal value that 
we chose from the experimental process. Our final product is shown in Fig 6. 

 

Fig. 5. Operating system Algorithm. 
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a. The front side of package. 

 
b. The back side of package with small tube 

around the IR sensor. 
Fig. 6. The final package. 

Body temperature measurement by the infrared sensor (IR sensor) depends on factors 
such as angle of measurement, vibration, ambient light, ambient temperature. Thus, the 
result we get is not accurate. In order to have good results, we have to reduce the noise, 
we made a small tube at the head of infrared sensor to allow transfer directly to the 
infrared sensor. This tube is presented in Fig 3b. Next, we remove noise caused by 
environmental distance and temperature by set function ΔT with L varies at different 
ambient temperature ranges.  

ΔT = Tr – T    
      
     (4) 

 Tr (o C) is the body temperature measured with a mercury thermometer. 
 T (o C) is the temperature measured by the LMX90614 sensor. 
 L (cm) is the distance from the device to the object defined by the Ultrasonic. 
 The ambient temperature is determined by LM35. 
Table 1 shows the temperature of the hand measured by 2 devices at an ambient 
temperature of 28.36°C, where L is the distance from the device to the object, T is the 
temperature obtained from IR sensor MLX90614, Tr is the temperature measured from 
the mercury thermometer. 
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Table 5. The temperature of the hand is measured by IR sensor at 28.36oC (with noise). 

1 L (cm) 2 T 3 Tr 4 Error 

10.13 29.85 35.8 16.62011173 
20 29.19 35.8 18.46368715 

30.03 28.91 35.8 19.24581006 
39.97 28.63 35.8 20.02793296 
50.03 28.63 35.8 20.02793296 
60.1 28.51 35.8 20.36312849 
70.19 28.51 35.8 20.36312849 

80 28.57 35.8 20.19553073 
89.53 28.59 35.8 20.1396648 
99.78 28.53 35.8 20.30726257 
110.61 28.53 35.8 20.30726257 
120.37 28.59 35.8 20.1396648 

Average error 19.68342644 
 

Before reducing noise, the result is far from with the reality, which the average is 
approximately 19.7%. So, we calculate the function by the distance and environmental 
factors to minimize the error. Table 2 is the list of ΔT functions at different ranges of 
ambient temperature. 

Table 2. The approximating function ΔT at different ambient temperature (Ta).  

5 Ta (o C) 6 ΔT 

23 – 24 -6E-05L5 + 2E-07L4 – 2E-05L3 + 0.0005 L2 -0.0127L+5.824 

24 – 25 -3E-10L5 + 9E-08L4 – 7E-06L3 -0.0002L2 + 0.0359L+ 5.6334 

25 – 26 2E-06L3 – 0.0006L2 + 0.0478L + 3.8664 

26 – 27 -2E-08L4 + 7E-06L3 -0.0009 L2 +0.0512L+3.8116 

27 – 28 -3E-09L5 + 9E-07L4 – 9E-05L3 + 0.0038 L2 -0.0279L+6.1046 

28 – 29 -3E-08 L 4 + 1E-05 L 3 - 0.0012 L 2 + 0.0796 L + 4.9914 

29 - 30.5 -4E-08 L 4 + 1E-05 L 3 - 0.0014 L 2 + 0.081 L + 4.8359 

30.5 – 32 -3E-08 L 4 + 9E-06 L 3 - 0.001 L 2 + 0.0531 L + 3.7695 

32 – 34 1E-07L4 + 3E-06L3 - 0.002L2 + 0.1423L + 1.2785 
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Fig. 7. Operation of device 

Fig 7 that is the flow chart, represents the operation of the device. At first, we measure 
the ambient temperature 𝑇𝑎, if 23 < Ta < 34, we continue to measure the distance L and 
receive the temperature from the IR sensor which named T. Then, calculating Tr = 
fTa(T,ΔT)=T+ΔT, which the approximating function ΔT corresponding with 𝑇𝑎  and L. 
Finally, presenting 𝑇𝑟 to the LCD. If not, we print 𝑇𝑟 = 0 into the LCD screen and finish 
this process. 

3 Experimental Results 

Fig 8 shows that the hand temperature measured by this device is 35oC, the result is not 
much different from the actual temperature. Ta is the environmental temperature, T is 
the body temperature from our product and L is the distance from the user to the 
equipment . 

 
Fig. 8. Temperature measuring device. 
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Table 3 shows the results after eliminating the noise. The correct operating range of 
device is at an ambient temperature from 23oC to 28oC, an error rate from 1%-3%. IN 
this table, the error 1 is the error of REFCO LP-79 which is one of the IR thermometer 
in the market and the error 2 is the error of our product. So, in this case, the result is 
precise with the small error-approximately 0.9%. 

Table 3. Experimental result after noise cancellation. 

7 T
a 

8 L(
cm) 

Electronic 
thermometer 

9 RE
FCO 

LP-79 
10 Error 1 11 De

vice 12 Error 2 

23.85 80.46 32 31 3.125 31.27 2.335 
24.17 68.59 32 29 9.375 31.92 0.251 
25.89 60.34 32 31 3.125 31.68 1.01 
26.43 56.83 32 32 0 31.8 0.629 
27.61 64.07 36 32 11.111 36.1 0.277 
28.36 68.68 36.1 32 11.357 35.88 0.613 
28.47 97.83 36.1 32 11.357 36.48 1.042 
28.57 36.89 36.1 32 11.357 35.63 1.319 

  Average error 7.601 Average 
error 

0.934 

4 Discussion 

4.1 Advantage 

Non-contact temperature measuring methods are used to overcome the limitations of 
mercury and electronic thermometers. They could avoid cross-contamination because 
it is non-contact with the object and also have shorter measuring time. In this product, 
we concentrate on the noise reduce and bring the convenience to the user. Our product 
obtains certain enhancements such as, it can measure in longer distance with limiting 
the effect of some environmental factors (ambient temperature and distance) to the 
result from the sensors, and its cost is lower than the Infrared thermometer on the 
market.  

4.2  Disadvantage 

Our product has some shortcoming, such as, the professional infrared sensor hasn’t been 
used because of its shortage in Vietnam market, the range of temperature is still small.  



157 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

5 Conclusion And Future Work 

Nowadays, there are some better IR sensors such as the medical version and new 
thermometer sensors which the fresh technique, thus, the results will be more accurate. 
Moreover, the precision can be improved by increasing the number of sampling times. 
With industrial scale, we can reduce the size as well as the price of this product.  
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Abstract. Dental diseases are ranked the third disaster after cancer and 
cardiovascular by World Health Organization. The early diagnosis of decay is 
important for children and adults to treat and prevent diseases. In this study, a 
fluorescence device was designed and manufactured for this purpose. Device 
used a 380-nm LED, which stimulates the luminescence of porphyrins – a product 
of Streptococcus Mutans bacteria in plaque or caries. This equipment was 
included camera which can record images in real time as well as the fluorescence 
image was processed by a designed software. The test results showed that the 
fluorescence camera can detect numerous types of the carious lesions including 
dental plaque, dental caries, hidden caries and the early stage of caries. In this 
research, a statistic software was applied for this research in order to show the 
device’s sensitivity and specificity.  
Keywords: Camera, Dental Caries, Diagnosis, Fluorescence. 

1  Introduction 

Nowadays, in many countries, the knowledge of the oral health is not still concerned 
properly. Specially, decay is one of the most popular dental diseases. Moreover, it is 
important to detect the early stage of the carious lesions and still a big challenge for 
dentist at this moment.  
Currently, there are a lot of common diagnostic methods for detecting dental problems 
such as: clinical inspection, X-rays, optical methods, etc. Traditional method which is 
the most widespread is the clinical examination; however, this method is not sensitive 
enough, especially for early lesions and those affecting the proximal tooth surfaces. 
Bitewing radiographs have also been used for a long time for the detection of proximal 
lesions, but they are not reliable for occlusal defects, especially when only the enamel 
is involved [1]. Moreover, the effect on pediatric and pregnant women’s health is still 
existed in X-rays methods. In summarize, a great challenge is being asked to study a 
new method for detecting dental caries in the early stage that is more accurate and not 
harmful to patients. As the technology developments, some new diagnostic tools are 
constantly being researched and developed. One of the new developed diagnostic 
procedures employs fluorescence diagnostics. Many investigators have shown that 
under UVA light (near ultraviolet), such as 380 nm, sound teeth emit blue – green color, 
while caries teeth emit the red fluorescence [2-10]. Based on the difference in the color 
of the teeth fluorescence caries lesions can be detected.  
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The fluorescence technique using 380 nm LED is non-destructive, non-invasive, and 
non-ionizing radiation. Furthermore, this method also showed high sensitivity in the 
detection of the early demineralization and early dental caries.  In this study, a 
fluorescence camera with 380-nm LED was designed and tested, database was created 
as well as the sample for ROC curve in order to evaluate the diagnostic capabilities of 
the device in a medical manner. Last but not least, a software was designed and built to 
enhance the image’s fluorescence contrast and quality by Matlab. Especially, recording 
and processing image in real time was also supported to observe and evaluate by a 
designed software. 

2 Materials and methods 

2.1 Materials for device 
The device for detecting dental caries is a system that consists of a light source, optical 
filters, camera, power source and stable voltage circuit, as shown schematically in Fig. 
1.   

 

Fig. 2. Device diagram. 

LED. The wavelength and power of light play an important role in stimulating 
fluorescence. The device used 3W-SMD-LED emitting 380 nm wavelength with 3W 
power for exciting teeth fluorescence. The field of view of 380-nm LED had to provide 
the full overview of the oral cavity in the inspection process. Besides, the device was 
ensured that device temperature was low to avoid destroying LED. 
In addition, the device should be had a radiator because LED was usually operated with 
high temperature (~100 0C). The temperature does not affect the course of the survey 
and the quality of fluorescence images but shortens the life span of LEDs. A 10 mm-
thickness bronze plate combined with thermal compound was set up to the backside of 
LED. With using this radiator, the temperature was down quickly. 
Filters. The light emitted from the 380 nm LED is not monochromatic with a spectrum 
from 370 nm to 390 nm. Besides that, the edge of the LED spectrum in the visible 
region causes the overlap with the fluorescence spectrum of teeth. In this case, one 
band-pass filter (UG-1, Edmund Optics) was used for passing only wavelengths shorter 
than 400 nm and eliminating unwanted visible light from the LED.  
The 380-nm LED was arranged close to the camera so the LED light can scatter and 
decrease the quality of fluorescence images recorded by camera. Therefore, a JB490 
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filter was placed in front of the camera to block the scattered light from LED and pass 
the fluorescence signals from teeth into camera. 
Camera. The fluorescence images of the teeth can be directly observed with the naked 
eye or through the camera. Due to the poorness of the light and space condition in the 
oral cavity, the camera should have a short focal length and high sensitive for recording 
fluorescence image. ORC-03 camera was connected to computer by USB cable 2.0. 
The distance between camera and teeth is about 1 – 2 cm for obtaining images with 
high quality. 
Source and stable voltage circuit. LED is provided with 3.3V-DC-power from batteries 
or USB port of the computer through a stable voltage circuit and source selector switch. 
The power of LED is controlled by hand in a flexible manner. The stable voltage circuit 
receives input from 3.7 – 4.2V and the output voltage is 3.3 V and makes sure the direct 
current 280 mA to match the performance parameters of the LED. The used battery was 
Lipo 1 cell 1000mAh that can be used for 3 hours. 
2.2 Design of device 

 

Fig. 2. Full device (length x width x height = 233 x 35 x 29). 

The aim of this study was to design a portable fluorescence camera for observation in 
the oral cavity. Therefore, the device must be easy to use: the camera header is small 
for comfortable manipulation in the visual inspection, the body of device should be 
light and fit for hand, and the LED controller in a convenient location for controlling 
LED intensity. Solidworks software and 3D printing technique were used to 
manufacture the device body. The body color was black to decrease the scattering from 
LED light. 
2.2 Image processing 
One part of this research is image processing due to the poorness of the light in oral 
cavity, so that the image quality is not high. Thus, the software was designed to enhance 
the image quality. It was designed by Matlab and can adjust image contrast; segment 
separately one tooth from others in fluorescence image and record real-time video. By 
using real-time video, we can observe decay teeth immediately without capturing by 
camera. 
Firstly, we should adjust the contrast image. Matlab has a function that can adjust image 
intensity values or colormap. This function is imadjust, it has structure 
s=imadjust(image,[low_in, high_in], [low_out, high_out]) [11], image is matrix 
picture elements, low_in =0 and high_in=1, we will input low_out and high_out to 
adjust contrast of picture (Fig. 3).  



161 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

 

Fig. 3. Default image (left) and processed image (right). 

Secondly, when an image was captured in mouth, it could have several teeth in an 
image. If we want to focus on only one carious tooth for more detailed observation or 
saving medical record, we will cut this area from whole image. We have 2 choices to 
cut the image: automatic or by hand. In automatic segmentation, it depends on threshold 
from Otsu’s method [12]. But this way is unusually to use because if 2 teeth were side 
by side, that method cannot separate them. Thus, we have another choice to segment. 
By hand, we use computer mouse to cut this area by imcrop function in Matlab. 
Finally, the last advantage of our device is real time video. Camera was used to capture 
continuously picture and combine them to create a video. In Matlab, we have a function 
snapshot to do it. Besides, video could be adjusted immediately by using imadjust 
function.  

3 Experimental Results and Discussion 

All samples, without  dental  restorations  to  ensure  the  presence  of  questionable 
occlusal caries, were classified according to the visual criteria of the  International  
Caries  Detection  & Assessment  System  (ICDAS).  
In the first case, Fig. 4 shows a sound teeth specimen. Under UVA excitation, as can be 
seen in Fig. 4B, this sample emitted the blue-green color on a white background. As 
known that the healthy teeth emit blue or green fluorescence when irradiated with near 
ultraviolet or violet-blue light, respectively [9]. For many years, researchers have 
studied the origin of natural fluorescence in dental hard tissue. Thus, the determination 
of fluorophores emitting blue – green color in sound teeth requires further investigation. 
In the second case, Fig. 5 displays a carious tooth that absorbed energy from LED then 
emitted spectrum in visible region, including blue and red color. Basically, the higher 
density of carious bacterium, the stronger red fluorescence. To explain “Why do we see 
blue-white or red colors on teeth”, we should answer the question “Where is this caries 
cavity from”? Note that the enamel layer (thickness 1-3 mm) is a filtering membrane 
allowing the transit of substances from the exterior to the interior, and vice versa. These 
zones allow the flow of acids from bacterial plaque, giving rise to disintegration of the 
organic material and posteriorly conditioning demineralization of the inorganic 
component-thus supporting the proteolysis-chelation  theory  of  dental  caries.  Thus, 
these teeth will appear Streptococcus mutans bacterium and Lactobacilli bacterium 
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which are main reasons why our teeth were destroyed. The mouth contains a wide 
variety of oral bacteria, but only a few specific species of bacteria are believed to cause 
dental caries: Streptococcus mutans and Lactobacillus species among them. The 
difference of them is Streptococcus mutans bacterium producing special substance 
called Porphyrin, but Lactobacilli bacterium is not.  
Next, we will answer the question “Why do we see blue-white or red colors on teeth”: 
it depends on teeth substance. In lesions, Streptococcus mutans bacterium produces 
special substance called Porphyrin which increasing strongly in our plaque and tartar. 
Porphyrins are the native fluorophores that strongly emits red light under UVA 
excitation. This fluorescence is detected in some studies [1-2, 9]. When these areas were 
stimulated and absorbed by 380 nm LED, these emit longer wavelength in visible 
region, from 630 – 740 nm wavelength. If density of these areas is high, teeth will 
clearly show red color. In sound teeth, there are no porphyrin so the healthy teeth emits 
blue or green fluorescence when irradiated with near ultraviolet or violet-blue light, 
respectively [7]. 

 
Fig. 4. Sound tooth: white light image (A), fluorescence image (B). 

 
Fig. 5. Carious tooth: white light image (A), fluorescence image (B). 

 

Fig. 6. Carious tooth but not emitting red color: white light image (A), fluorescence image (B). 

In the last case, Fig. 6 illustrates that red color didn’t appear on lesions when stimulated 
by 380 nm LED. Decay teeth by Lactobacilli bacterium also have demineralization but 
doesn’t produce Porphyrin so teeth are not red color. Lactobacilli is a saprophile 
bacteria, it lives in saprophytic plants and animal’s product (example: milk). It can 
absorb acid, if absorbable time is longer, bacterium will convert more sugar into acid. 
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It leads to lose mineral on teeth’s surface but not producing porphyrin. Besides, in 
experimental process the porphyrin density was lost due to that these teeth maybe were 
preserved not very well.ROC – Receiver operating characteristic. ROC is a figure that 
shows sensitivity and specificity. In this study it was used for evaluating efficiency of 
diagnostic device in detecting dental caries. It is based on a curve line, sensitivity and 
specificity have value from 0 to 1. If the ROC line is above 45 – degree - line and closed 
to top and left edges of figure, it means our device is effective. Otherwise, if ROC line 
is near by 45 – degree - line, it means our device is not effective. An area under the 
curve line approximate 1 value that means our tests are exact and not exact if 0.5 value. 
In our research, we used SPSS software (Statistical Package for the Social Sciences) to 
draw curve line. SPSS is a statistic software, it helps us to draw ROC line and evaluate 
the results. In the first step, we should create a dental sample database which included 
30 samples. The sample included 13 sound teeth and 17 carious teeth that were 
evaluated by a dentist (Table 1). 

Table 1. Sensitivity and specificity of device. 

                                                                    
Dental  
status 

Fluorescence property 

Dental Sample 
Total  

Carious 
Not 

carious 

Red color fluorescence 15 6 21 

Not red color fluorescence 2 7 9 

Total 17 13 30 

Sensitivity = 15/17 = 0.882, Specificity = 7/13 = 0.538 

 
Sensitivity and specificity mean diagnostic probability of caries and diagnostic 
probability of sound teeth, respectively. In the second step, we used SPSS software to 
draw ROC line with 3 variables: number, caries and emitting red color. Number is a 
value from 1 to 30 that help us to mark on teeth. Caries is 0 value for healthy teeth and 
1 value for decay teeth. Emitting red color is 0 value if tooth did not emit red color and 
1 value if it emitted. After entering the data table to SPSS software, this program will 
analyze the data and draw ROC curve line.  
This study shows value of Area under curve (AUC). According to AUC classification, 
value from 0.9-1 show excellent, 0.8-0.9 show good, 0.7-0.8 show medium, 0.6-0.7 
show poor and 0.5-0.6 show insignificant value. Our AUC result is 0.71 that shows 
medium. Software shows the value of sensitivity, specificity and evaluation. The 
sensitivity value is 0.882 corresponding with 15 teeth emitting red color on 17 carious 
teeth, the specificity is 0.538 corresponding with 7 healthy teeth not emitting red color 
on 13 sound teeth. 
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4 Conclusion 

In conclusion, the aim of this research is manufacturing the fluorescence device that 
supports to diagnose tooth lesions; design the image processing software; and 
appreciation of experimental results. Firstly, device was designed and manufactured by 
using 380 nm LED to stimulate teeth, using camera to capture and record image or 
video from excited teeth. Secondly, image processing software was designed to enhance 
the image quality. The software has 3 functions: adjusting image contrast, segmenting 
image by hand and automatic; recording real-time image processing that we can adjust 
contrast immediately. Besides, experimental results were applied on 30 teeth including 
sound and decayed. The fluorescence images had good quality at normal condition: 
sound teeth emitted blue-white fluorescent image and high intensity while carious teeth 
emitted red color.  
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Abstract. NIR technique depends on scattering and absorption of sound enamel, 
dentin and damaged tissues in NIR wavelengths. Several researches have 
indicated that the optical properties of sound and demineralized enamel-dentin in 
NIR wavelengths are so different. In this study, two optical systems consisting of 
the transillumination and scattering methods were built to observe the approximal 
and occlusal of teeth in that order by 850 nm. The NIR images detected from 
these systems have high contrast. The areas suspected to be the demineralized 
enamel are distinctly distinguished from the stain and pigmentation because the 
demineralization areas are a lot darker than the surrounding areas in NIR images. 
In the clinical examination by using visible light, the early tooth lesions will be 
difficult to detect if they do not appear on the surface of the tooth. But under NIR 
illumination, the early tooth lesions are observed clearly in NIR images.  
Keywords: Demineralization, Dental, Near-Infrared. 

1 Introduction  

Dental lesions are one of the most popular diseases affecting all ages on over the world, 
especially for children. Dental lesions are formed from a shift in the ecology and 
metabolic activity of the biofilm, whereby causes an ecological imbalance in the 
physiological equilibrium between tooth minerals and oral microbial biofilms by 
increasing acid concentration (pH <5) [1]. Some dental lesions like lesions on occlusal 
surfaces (proximal, buccal and lingual surfaces; cavitation) [2]. Nowadays, the 
diagnosis for damaged structure of tooth in general and early dental caries in paticular 
are still a challenge for dentistry. Failure to detect dental lesions may leave the clinician 
with no option but restorative treatment rather than the application of non-invasive 
measures to reverse or arrest the lesion. Some diagnostic methods of dental lesions 
including X-rays, clinical visual inspection, caries indicator dyes, fluorescent methods, 
electrical conductance measurements (ECM), etc, are available. 
The visual method is based on the combination of light, mirror, and the probe for 
detailed examination of every tooth surface, is by far the most commonly applied 
method in general practice worldwide [3]. With low sensitivity and high specificity, it 
may be possible to detect noncavitated enamel lesions on the free smooth surfaces 
(buccal and lingual), most anterior proximal surfaces, and the opening of some fissures 
[3]. However, this method is not sensitive enough, especially for early lesions and those 
affecting the proximal tooth surfaces [4]. 
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X-rays is one of the most common diagnostic tool in dentistry. When X-rays pass 
through the oral cavity, much of the X–rays are absorbed by hard tissues like teeth and 
bones [3]. The absorbed X-rays will pass through the film or a digital sensor, creation 
a radiographic image of the tooth. This method makes to observe structure of hard tissue 
and surrounding soft tissues that cannot be observed by clinical examination methods, 
for example proximal tooth surfaces. However, this method also produces many 
adverse effects especially for children and pregnant women by the use of ionizing 
radiation. 
Today, near-infrared method is new research, that is being investigated for the detection 
of early damages without using of ionizing radiation [5][6]. NIR method shows tooth 
structure image detected by NIR camera. The created images are based on the optical 
properties of the tooth due to the transmission, absorption and scattering of dental 
tissues in NIR wavelength. For enamel, the absorption coefficients  are very small in 
visible light and near [7][8], while scattering is strong in visible light and weak in NIR 
[9]. Scattering in enamel decreases, this value is only 2-3 cm-1 at wavelengths 1310 and 
1550 nm [8][9]. It is 20 to 30 times lower than in visible light [9].  For dentin, the 
absorption is independent on wavelength in between wavelengths 400 and 700 nm [8]. 
Dentin strongly absorbs the 543-1060 nm wavelengths [8]. This translates to a mean 
free path of 3.2 mm for 1310 nm photons, indicating that enamel is transparent in the 
near infrared [10]. Therefore, near infrared method can observe the tooth structure 
lesions without the use of ionizing radiation (X-rays). 
The damaged tooth structure is mostly demineralized enamel in which mineral density 
is reduced. Demineralization creates gaps scattering strongly in near infrared at the wall 
of gaps [10]. For demineralization, the scattering coefficient of demineralized enamel 
increases by 1-2 orders of magnitude at wavelength 1300 nm [11]. Because of the 
optical properties difference of sound enamel and demineralized enamel, the contrast 
between sound enamel and demineralized enamel in the near infrared image is high. In 
X-rays method, the contrast between sound enamel and demineralized enamel isn’t 
clear [6] [10]. 
The purpose of this study was to build the optical system observing tooth structure in 
wavelength 850 nm. Many researches have indicated that wavelength 1300 nm is more 
effective than 850 nm, it’s extinction and absorption of water is nearly 0 cm-1 but 
performance is so hard because of the limited equipment (LED and camera). Therefore, 
the system used wavelength 850 nm whose extinction is lower than 40cm-1 in enamel 
and absorption of water is negligible [10]. 850-nm LED and NIR camera are available 
to get with affordable cost. In this study, the transillumination and the scattering NIR 
optical systems were designed to record the approximal and occlusal images of teeth. 
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2 Materials and Methods  

2.1 The Transillumination System  

 
Fig. 26. Schematic diagram of the transillumination system. 

The transillumination system shown in Fig. 1 consists of a light source, tooth sample 
and NIR camera. Approximal image of tooth was observed clearly by this system. 
transillumination method suits for thin teeth such as incisor and canine. Samples were 
illuminated at visible light and 850 nm wavelength, operated with an illumination 
source. In the NIR region, the wavelength and power play an important role in providing 
image quality. In this study, the 850 nm LED with 3W power was chosen. An oral 
camera was used for image acquisition. The camera was connected to computer with 
USB cable 2.0. The illuminating light intensity and source – to – sample distance (~ 1 
– 1.5 cm) were adjusted for each sample to obtain the maximum contrast of images. 

2.2 The Scattering System  

 
Fig. 2. Schematic diagram of the scattering system. 
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The optical scattering system is shown schematically in Fig. 2. It consists of light 
source, specimen and NIR camera. System used two symmetrical light sources on two 
opposite sides of the sample. Scattering system was used for observing occlusal surface. 
This method is an effective way to observe molar tooth because of their thickness. 
Camera was put above the tooth and perpendicularly to the light path. Samples were 
illuminated in visible and NIR light respectively. The distance between the camera and 
sample was adjusted to suit each sample. Quality of tooth structure image depends on 
position of camera, light sources and tooth. Distance between sample and camera is 1-
1.5 cm and light sources was located below the gum line of tooth. Power of light sources 
are also an important factor. If LED power is too high, the recorded images will be 
overwhelmed by light and no detail of teeth can be seen. For this system, the power of 
each LEDs was 1.5 W. 

3 Results and Discussion  

3.1 Tooth Discoloration  

 
Fig. 3. Sample 1 taken by transillumination system (A-B) and scattering system (C-D) under 

white (left) and NIR (right) light. 

Fig. 3 shows the result of a caries tooth specimen with dental discoloration (sample 1) 
taken by the designed systems. Fig. 3A-3C show a stained defect that is visible over a 
large portion of the tooth crown. In contrast, the transillumination image at wavelength 
850 nm shows the lesion localized in the red circle (Fig. 1B). The appearance of 
discoloration on the tooth is caused by many factors such as smoking, fluorosis, etc, or 
demineralization.  Smoking or fluorosis origins of stained teeth do not make change in 
crytal structure of tooth, but demineralization do. Demineralization is the process of 
removing minerals, in the form of mineral ions, from dental enamel.  
As above mentioned, scattering of enamel is strong in visible wavelength region and 
weak in NIR, thereby increasing the transparency under NIR illuminating. Upon 
demineralization the scattering coefficient of enamel increases to yield high contrast 
between sound and demineralized teeth. The more demineralization is, the more 
scattering is, so the higher contrast between sound and demineralized teeth is [5]. The 
images recorded by this method allow differentiating between the various degrees of 
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tooth demineralization because and the contrast in NIR images increases according to 
the disease evolution.  
The similar result of the discolored specimen on the surface is shown in Fig. 4 (sample 
2).  Inside the enamel, there is a small area showing sign of demineralization. In the 
clinical visual inspection,  the signs of the discolored specimen on the surface are often 
difficult to be determined due to exogenous factor (cafein, smoking, etc) or endogenous 
factors (tetracycline, fluor, demineralization, etc). This result shows that the NIR 
method is able to determine exactly the demineralized locations and the early treatment 
is more effective. The researchs show that staining and pigmentation do not interfere 
with observation in the NIR images, so the demineralization is easily discriminated 
between stains as well as between pigmentation [6]. 

 
Fig. 4. Sample 2 taken by transillumination system (A-B) and scattering system (C-D) under 

white (left) and NIR (right) light. 

3.2 Occlusal Lesions  

 
Fig. 5. Sample 3 taken by transillumination system (A-B) and scattering system (C-D) under 

white (left) and NIR (right) light. 

Fig. 5 shows a molar tooth (sample 3) with the occlusal lesion. In the molar tooth, the 
central and the distal fossae usually are sites that typically accumulate plaque and hence 
are also sites where caries most often occurs. In general terms, the initiation of occlusal 
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lesion takes place in locations where bacterial accumulations are best protected against 
functional wear.  
In the white light image, it is difficult to locate the position of the demineralization due 
to the similar color between the sound enamel and the graduation of pigmentation. 
Under white light (Fig. 5A - 5C) there is not sign of demineralization. But under NIR, 
as the red circle in Fig. 5D, a dark area appeared with high contrast that is suspected of 
the demineralization. Demineralization begins at the atomic level at the crystal surface 
inside the enamel or dentine and can continue unless halted with the end-point being 
cavitation. There are many possibilities to intervene in this continuing process to arrest 
or reverse the progress of the lesion. The similar result of the discolored specimen on 
the surface is shown in Fig. 6 (sample 4).  

The radiograph of the tooth is difficult to determine the dental lesions because of the 
overlapping images of dental tissues in X-rays method [6]. Because enamel is 
transparent in the near infrared, the occlusal lesions inside the enamel are easily 
detected without the use of ionizing radiation. NIR method is an effective way to 
observe entire tooth in general and occlusal surface in particular. 

 
Fig. 6. Sample 4 taken by transillumination system (A-B) and scattering system (C-D) under 

white (left) and NIR (right) light. 

4 Conclusions  

This study has designed and built two optical systems with transillumination and 
scattering techniques using 850 nm LED. These systems were used to observe the 
approximal and occlusal of teeth and they had the ability to discriminate between the 
demineralized and discolored tooth. The result shows the possibility to apply NIR 
technique in the development of a specificity and sensitivity dental screening tool 
without the use of ionizing radiation. This dental device can support clinician to detect 
the early dental lesions. In the future, a photo processing software will be built to 
increase the image quality. 
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Abstract. Electromyogram (EMG) – called myoelectric activity – representing 
the neuromuscular activity measuring electrical currents in the muscle. The 
current related studies show the potentials in applications of controlling 
peripheral devices, especially for handicapped people. This paper demonstrates a 
low-cost and non-invasive EMG acquisition system that collects and amplifies 
EMG signals from three surface EMG electrodes. The process of the acquired 
signal consists of 4 stages: amplification, filter, rectification, and low pass filter. 
The system also has an accelerometer sensor to detect hand movements, which 
improves the flexibility of control. Next, the processed signal is then analyzed 
and digitalized by a microcontroller (Arduino) to manipulate the external 
appliance, which can lead to further researches and studies to perform the 
application on other devices. For initial results, the system has been tested with 
16 male and 15 female volunteers to validate the accuracy of the EMG sensor as 
well as compared it to EMG sensor in NI Toolkit. The results show both high 
accuracy and sensitivity of the designed system. The final product contains EMG 
acquisition system and code source for bio-signal processing and controlling the 
peripheral device. 
Keywords: EMG signals, bio-signal processing, EMG acquisition system. 

1 Introduction 

1.1 A Subsection Sample 

Electromyogram (EMG) is a physiological signal that measures the electrical activity 
of muscles generated during their contraction. This signal depends on the anatomic and 
physiologic properties of the muscles. Acquiring the EMG signal and its analysis are 
widely used in clinical diagnosis and biomedical applications. 

In 1666, the development of the electromyogram began with the documentation of 
Francesco Redi. The document states that electric ray fish particular muscles produce 
electricity [1]. The publication was written by A. Galvani, named ‘De Viribus 
Electricitatis in Motu Musculari Commentarius,’ demonstrated that electricity could 
launch contractions of muscle in 1792 [2]. To treatment of more specific disorders, the 
clinical utility of surface Electromyogram was started in the 1960s [3]. Surface EMG 
was utilized by Hardyck and his researchers in 1966 as the first practitioners [3]. 

Skeletal muscle is composed of thousands of muscle fibers; each fiber is a multi-
nucleated cell. The muscle fiber that is supplied by one motor-neuron through its single 
axon along with branches is called a motor unit, which is the fundamental of generating 
EMG [4]. 
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When the motor unit is activated, it produces a ‘Motor Unit Action Potential’ 
(MUAP). The aggregate electric signal generated from all of the MUAPs in a detected 
area is referred as the myoelectric signal, which is also called electromyogram (EMG) 
[5]. The amplitude of EMG signals can be ranged from 0 to 1.5 mV (RMS) [6]. 

There are two favorite products for acquiring EMG currently available on the market 
those are MyoWare Muscle Sensor and Myo Gesture Control Armband. The former has 
a small size, low price, and adjustable gain. However, it needs an external power supply 
and has no other value except receiving EMG signal. The latter has a simple setup, 
expandable design, broad compatibility, and fast response. However, it is expensive, 
and the calibration takes times. 

In this study, we improved the peripheral communication of existing systems. We 
detected and analyzed EMG signal and the angular position of the arm and then transmit 
signals to control peripheral devices through a Bluetooth connection. We inherit the 
advantages of both current products: low price, real-time response, and flexibility while 
improving the wireless connection for an easier way to control the devices. 

2 Acquisition system process flow 

2.1 General system process flow 

 

─ Fig 6. The whole system implemented on the subject. 

To activate the system, the user bends the arm actively to produce the EMG signal. The 
system checks the voltage whether it is higher than the pre-set peak value to begin 
collecting and processing the EMG signal and angular position to control the device. 
As shown in figure 1, the positions of the user’s arm directly control the device to move 
forward, backward, left and right, corresponding with the arm movements. To turn off 
the system, the user can repeat the procedure that he/she used to activate the system: 
bending the arm to create enough high voltage to overtake the peak value to turn off the 
system.  
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2.2 EMG signal acquisition process 

The sensor collects EMG signal from biceps by three electrodes. Two electrodes are 
placed firmly on the skin of the user dominant hand biceps the other is placed at the 
elbow.  

The first stage is a signal acquisition. In this stage, the body nervous system’s 
electrical impulses used to active muscle fibers are acquired. The collected EMG signal 
is then amplified with an instrumental amplifier with the gain 100. Because the raw 
EMG signal is minimal, it is hard to utilize for detection. Thus, the amplification stage 
for EMG signal with high gain is essential. 

Next, the acquired EMG signal goes through two steps of signal processing. The first 
is inverting amplifier which amplifies and inverts the signal. It has the gain of -15. In 
this stage, a capacitor is added to AC couple the signal and remove DC error offset in 
a signal. DC offset and low-frequency noise are also get rid of by another active high 
pass filter. 

The next step is rectification by using an active full-wave rectifier. The rectifier takes 
the negative portion of the EMG signal and turns it positive, so the entire signal is in 
the affirmative voltage region. AC signal into DC voltage is converted by this coupled 
with a low pass filter. 

The final stage is smoothing and amplification. The humps in the EMG signal are 
filtered by using an active low-pass filter. This stage produces a smooth signal to send 
to the microcontroller. Since this is an active filter, there is a side effect of inverting the 
signal. Therefore, the signal needs to be inverted one more time using another inverting 
amplifier circuit with a trimmer configured as a variable resistor. With this trimmer, the 
gain can be adjusted for different signal strengths from different subjects.  

A three-axis accelerometer gyroscope module is used to sense angular velocity and 
angular position. For this study, we are only interested in the angular position. Both the 
EMG signal and hand posture are processed simultaneously in real-time by the 
microcontroller. Moreover, then the results are used to control peripheral device 
through a wireless connection. 

3 Components of the acquisition system 

3.1 EMG signal (INA128 and TL072) 

Input EMG signal detected is fed into acquisition system with some signal pre-
processing component as shown in Fig. 2 below. 
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Fig 2. Circuit diagram EMG acquisition system 

 
The acquisition system has two main components: instrumental amplifier INA128 

and operational amplifier TL072. 
The INA128 is a 3 op-amp design, multi-purpose instrumental amplifier. Among 

the plenty of ICs, we decide to choose the INA128 because of its relative price and 
design, excellent accuracy and high gain creation (up to 100 times), which is primarily 
essential to amplify the minimal EMG signal from the human body. Furthermore, it can 
operate with the power supply up to ±40V so that it can work stably in our system 
without damage. 

After being acquired and amplified by the INA128, the EMG signal is sent to the 
rectification, amplification and smoothing stages, which is operated by 3 operational 
amplifier TL072. The TL072 JFET operational amplifier can undertake with many 
options. The signal going through the TL072 is acceptably low harmonic distortion. 
Before the relatively low price, low power supply requirement, multi-tasking ability, 
and easy-to-operate with another component, we decide to choose this IC as our main 
filter and rectifier. 

The raw EMG signal is collected and enter the amplified system through three 
electrodes attached to the bicep muscle. In fact, the real EMG signal from the human 
body is minimal, so amplification and rectification are needed. The amplified system 
divides into two main parts. The instrument amplifier (INA128) acquires and amplify 
the raw EMG, with the gain can be set with a single resistor RG. In this case, the RG of 
the INA128 is equal to 470 Ohm, making the gain of the amplifier:  

                                                                                                                                                                 
350 101 107.38( 110)

470
G 
   times  

    (1) 

Three operational amplifiers (TL072s) amplify and rectify the signal after go through 
the instrument amplifier. The first TL072, with the gain of -15 (inverting amplifier), 
amplifies the acquired signal from the INA128. The amplified signal is now rectified 
by the second TL072, connected with the diodes, to eliminate the negative part of the 
EMG signal (full-wave rectifier).  In this last phase of the circuit assembly, we are using 
an active low-pass filter to filter out the humps of our signal to produce a smooth signal 
for our microcontroller. However, since this is an active filter, we need to invert the 
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signal one more time (and have the ability to amplify it more if desired) using another 
inverting amplifier circuit with a 100kOhm trimmer configured as a variable resistor. 
The trimmer can control the amplification with gain from 0 to 20. Then, the final signal 
is sent to the Arduino microcontroller for processing. 

3.2 Angular position (MPU6050) 

The MPU6050 has an integrated 3-axis MEMS (Micro Electrical Mechanical Systems) 
accelerometer and 3-axis MEMS gyroscope. It is a 6 DOF (Degree of Freedom) which 
give 6 values in the output. Three values of the accelerometer are angular velocity, and 
three of the gyroscope are the angular position. This module also has embedded 
algorithms for run-time bias and compass calibration. Thus, it can give highly accurate 
data but requires no user intervention. 

3.3 Microcontroller 

Arduino is one of the most popular MCU family that is very easy to use, especially for 
student’s research. In our project, Arduino Uno R3 is used to receive, analyze data and 
control peripheral devices. The code had already uploaded to the board. Thus, Arduino 
executes the code automatically once powered up the circuit. 

3.4 Wireless signal transmission  

The HC05 module is an easy to use Bluetooth SPP (Serial Port Protocol) module, 
designed for transparent wireless connection setup. Serial port Bluetooth module is 
fully qualified Bluetooth V2.0+EDR (Enhanced Data Rate) 3Mbps Modulation with 
complete 2.4GHz radio transceiver and baseband. The effective range of connection of 
HC05 to Arduino is about 10 meters or 30 feet. This module is chosen because it has a 
reasonable price, low power consumption, relative accuracy and high compatible with 
Arduino and other devices. 
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4 Controlling process 

Start

EMG signal & Angular 
position
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Y

N

 
Fig 3. Controlling system flowchart. 

 
The user needs to press a power button to turn the system on. When turned on, the 
device begins to collect EMG signal and angular position value continuously.  To be 
able to control the device, the user needs to produce EMG signal more significant than 
the threshold value, which is set to be equal to one-fourth of the maximum EMG signal 
and can be adjustable busing the potentiometer. The purpose of setting the threshold 
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value is to help user avoiding action accidentally while they are relaxing or doing other 
things which can distort the signal and produce noise, leading to unwanted control. 

 
 

 
Fig 4. Hand position to control device A. Forward B. Backward C. Left D. Right 

 
At α angle greater than 15° with respect to the ground, the system is able to detect 

the arm’s angular position at four states: forward, backward, left and right (as shown in 
Fig 4). Whether the EMG signal satisfies the controlling condition, the system can 
divert the remote-controlled car to the corresponding direction. Finally, the user presses 
the power button again to turn off the system.   

 

5 Results 

 
 

Fig 5. Schematic view of EMG and angular position acquisition system. 
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The system has been developed as shown in Fig 5. EMG signal is collected from user 
biceps with three surface EMG electrodes. Two electrodes are placed on the biceps, and 
the other on the elbow. The gyroscope module is placed on the wrist. The wrist must be 
parallel to the ground and faced up to make sure it works correctly. At the end of the 
study, Arduino can control the remote-controlled car with four commands: forward, 
backward, turn left and right. 
 

Table 1. EMG signal acquisition results. 

 
The system has been tested with 31 subjects to have the most suitable calibration. 

In the test, subjects were asked to use the system to control a remote-controlled car. 
Subjects were instructed in advance, and the system was adjusted to be suitable for each 
before the test. Subjects had to use the system to control the car to go more than twice 
for each direction. The average duration of the test is about 3 minutes. The results 
showed that subjects were able to control the car adequately. There were still a few 
errors occurred during the testing phase. The possible reasons are their force are too 
weak so that the system cannot detect signals or the calibration is not suitable for that 
specific individual. The average threshold value is set to be in ranged from 0.384-
0.409V based on the results obtained in Table 1. 

 

 Fig 5. EMG signal plotted by Arduino. 

6 Conclusion and Discussion 

In this study, we have developed a low price, the real-time Bluetooth communication 
system utilizing EMG signal and angular position. The system has successfully used 
EMG signal and angular position to control the peripheral device. The system has also 
addressed the problem of non-use period of usage, by allowing users to put the system 

 Number of 
subjects 

Mean 
(V) 

Average threshold 
value 

SD 

Male subject 16 1.636 0.409 0.04626 
Female subject 15 1.535 0.384 0.04565 
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into a rest state and activate it by doing specific requirements. It has great potential for 
the system to develop further by adding more gesture using the velocity angular, which 
makes the controlling more flexible. With a flexible control, this system can be used to 
control many other devices through wireless communication. 

Although the research has reached our aims, there are still some limitations. First, 
because of the time limit, the research was conducted only on a small size of the 
population. Therefore, to generalize the peak value suitable for larger group, the study 
should have involved more participants at various ages. Second, the system needs to 
have a portable and stable power supply. Finally, the system also needs to be redesigned 
to reduce the overall size and enhance the wearing experience. 
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Abstract.  The oxygen plays crucial role in our life. Especially, the brain and 
heart have a variety of sensitive with limited oxygen in the blood. If the limited 
oxygen which is called hypoxia in human body happens in several minutes, the 
human will be died immediately. Therefore, the pulse oximeter is compulsory for 
research and development. In this paper, we designed a new pulse oximetry 
which has a special function called telemedicine and a software program in the 
server for obtaining results of this device by using HL7 Standard. In this way, the 
patients can be supported and treated from far a distance. Indeed, it can be called 
a system of Internet of Thing (IoT) in health cares. By means of calibrating with 
SpO2 FLUKE simulator, the Tele-Pulse Oximeter works effectively as our 
expecting, and the result of patients on the server software is received accurately 
as well. In the near future, this device has a vast potential in Vietnam E-Health 
system. 
Keywords: Pulse Oximeter, Telemedicine, and Oxygen Saturation. 

1 Introduction  

Telemedicine is the use of telecommunications and information technologies in order 
to supply clinical health care from a distance. It helps eliminate distance barriers of 
doctors and patients, and it also can improve access to medical services in distant rural 
communities[1]. Nowadays, Telemedicine is more captivated by scientists. Due to its 
efficiency, Telemedicine has been used in huge variety of home health care which is 
health services delivered to patients’ homes in part by telecommunication devices such 
as smartphone, tablet, and etc.[2]. In additionally, Telemedicine is very useful because 
it can save lives in critical care and emergency situations[1]. Especially, the government 
of Viet Nam focuses on improvement of health care ability in Viet Nam’s hospitals. 
With this new method, it can help to reduce the workload of central hospitals, and the 
doctor can take care of many patients at the same time immediately. 
Oxygen is very important in our lives. People always need it to breathe and live. 
Therefore, the monitoring of saturation oxygen in blood is necessary with the patients 
concerning with a problem of limited oxygen. In this paper, we introduce a design for 
Telemedicine of home healthcare for monitoring oxygen saturation in the blood which 
includes hardware and software of having a capability of transmitting data over the 
internet. This device allows patients to measure SpO2 index on their finger at home 
using a non-invasive technique continuously.  
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2 Designing of The Tele-Oximeter System 

Home Tele-healthcare services for oxygen saturation measurement are based on Client-
Server architecture[3]. Therefore, it contains server applications that receive in-coming 
SpO2 results from the clients and then storages into database. The device client is 
responsible in real-time for measuring SpO2 and heart rate from patients and 
transmitting them through internet; The data of SpO2 are packed in HL7 international 
standard. This system is shown in Fig. 1. 

User1

Doctor

User2 Server
& Database

Tele-Oximeter Device

Tele-Oximeter Device

HL7 
Gateway

 
Fig. 27. Demonstrated a Tele-oximeter system including Server and Client side 

2.1 Implement hardware of the Tele-Oximeter in client side 

In the client side, it contains hardware devices of a pulse oximeter having a special 
function with sending the SPO2 index and heart rate via Wi-Fi communication to a 
central server. It is called the Tele-Oximeter. The firmware in this device is 
programmed to measure blood oxygen saturation level (SpO2) and Pulse rate using of 
non-invasive method. This approach is based on altering intensity of light of Red and 
Infrared LED which transmit through tissue. This signal is obtained in arterial blood 
pulse and it is called photoplethysmography(PPG)[4].  

Principal of measuring SPO2 index. The SPO2 index is calculated from 
monitoring the percentage concentration of hemoglobin saturation with oxygen which 
is called oxyhaemoglobin, to the total haemoglobin concentration. The pulse oximetry 
has a foundation of spectrophotometric measurements of alternatives in blood color; 
oxygenated blood is typically red. In contrast, deoxygenated blood is dark blue 
coloration. In the visible, the optical property of blood (between 400 and 700nm) and 
near-infrared (between 700 and 1000nm). The special regions concern strongly with the 
amount of oxygen concentration in the blood[5].  The graph of haemoglobin light 
absorption is shown in Fig.2.  
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Fig. 28. Oxygenated versus de-oxygenated blood light absorption at different wavelengths[5] 

In Fig.2, it is illustrated the absorption process of two light wavelengths transported 
through blood. This process depends on whether Hb(haemoglobin) is bound to oxygen 
in blood[4].  The Hb reaches a higher optical absorption coefficient in the red line of 
spectrum some 660nm when comparing to HbO2. In addition, the region of near-
infrared of spectrum is around 940nm, and the optical absorption of Hb is less than 
HbO2[5]. 
The light absorbance of haemoglobin solution is determined by the Beer-Lambert’s 
Law, by using the below formula: 

 𝐼𝑡 = 𝐼0. 𝑒
−𝛼𝑐𝑑  (4) 

Where: It is the transmitted light intensity, I0 is the incident light intensity, α is the 
specific absorption coefficient of the sample, c is the concentration of the sample, and 
d is the path length of light transmission.  
 By using two different wavelengths, Red and infrared, the ratio of absorption of these 
light wavelengths is made use of determining the fraction of saturated haemoglobin. 
Because of different optical attenuation at hemoglobin and deoxyhaemoglobin. The 
pulse oximeter is usually to use the light with wavelengths: 660nm(R) and 940 nm(IR). 
The measure of oxygen concentration can be calculated in equation (2). 

 𝑆𝑝𝑂2 =
𝐻𝑏𝑂2

HbO2+𝐻𝑏
∗ 100 (5) 

By means of calculating R/IR, called “ratio of ratios”, It has a concerning with SPO2 
concentration. This ratio is calculated in the following equation: 

 𝑅

𝐼𝑅
= (

𝐴𝐶𝑅
𝐷𝐶𝑅
⁄

𝐴𝐶𝐼𝑅
𝐷𝐶𝐼𝑅
⁄

) (6) 

In the equation (3), the “AC” component is described the pulsatile part of PPG signal, 
and the “DC” component is concerned with venous blood, skin, and tissue. Both of 
signals are shown in Fig. 29 
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Fig. 29. Variations of light attenuation by tissue [5]  

With normalization for both Red and infrared wavelengths, the component signal due 
to venous blood and surrounding tissues does not influence to the measurement of 
SPO2. Consequently, the ratio of ratios can be concerned with SPO2 index as shown in 
Fig. 30 

 
Fig. 30. Normalization of R and IR wavelengths to eliminate the influences of DC 

components[6] 

This algorithm is performed with the help of altering one of the two intensity of 
transmitter LEDs until the DC components of the red and infrared signals are equal as 
Fig. 30. The ratio of ratios is simplified in the below formula (4)[6] 

 𝑅

𝐼𝑅
= (

𝐴𝐶𝑅

𝐴𝐶𝐼𝑅
) (7) 

Because of correlation between SPO2 and SaO2, the SPO2 index can calculate by using 
the relationship of estimation in SaO2 and Ratio (R/IR). It is shown in the equation (5) 

 𝑆𝑎𝑂2 = 𝐴 −𝐵. (𝑅/𝐼𝑅) (8) 

The constants A and B in the equation (5) derived practically during calibration by 
correlation between Ratio of Ratios and SaO2. This process is demonstrated in Fig. 31 
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Fig. 31. Empirical relationship between arterial SaO2 and normalized (R/IR) ratio[5] 

Hardware Design of the Oximeter device. In this project, we designed the Tele-
oximeter device for keeping track of SPO2 index and heart rate supporting for hypoxia 
patients who suffer from limiting oxygen in the blood. In terms of hardware diagram in 
this device, the microcontroller with ARM-32bit architecture is taken advantage of 
controlling the system of device. With the help of ARM cortex-M3 technology, it has 
enough performance for calculating the algorithm of SPO2 index.  In the Fig. 32, it is 
illustrated for diagram of hardware design. In detail, the AFE4490 IC is utilized for key 
solution of SPO2 measuring. With using SPO2 Nellcor sensor and DB9 connector, 
signals in the device become better and calculating of results is more reliable.  

Microcontroller

DB9
Conector

IC
AFE4490

5 Buttons

LCD Display
20*4

Bluetooth
Interface

GPRS
Connection

Wifi
Connection

RTC
Realtime

ROM

SPO2 Sensor

SPI

UARTs

Data 
Bus

I2C

 
Fig. 32. Diagram of the designed Tele-oximeter device.  

From the Fig. 32, There are three data connections in the oximeter device: GPRS, 
WiFi, and Bluetooth.  The SPO2 index and heart rate after measuring will be sent to a 
server by using wireless communication as GPRS or WiFi. In terms of configuration 
for users, the Bluetooth interface is utilized, and it is also used for transferring data of 
PPG signals into Personal Computer. All information of configuration such as 
username, user ID, and etc. will be saved in a ROM IC. In regarding to display results, 
the LCD 20*4 is made use of showing these results.  
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Fig. 33. Simplified Diagram of AFE4490 IC[7].  

In related to controlling LED (Red and infrared) and receiver (Photodiode), the AFE IC 
can change LED current by means of an H-bridge configuration capable of driving up 
to 150mA. In Fig. 33, the photodiode circuitry in the AFE can amplify currents less 
than 1uA with resolution 13 bit[5].  

Sensor of SPO2. In this device, we chose SPO2 Sensor via a DB9 connector and 
accompanied by a standard of Nellcor Company. In detail, the rules of connector are 
named in the pins demonstrated in Fig. 34 

R
ed

 6
60

nm

IR
ed

 8
95

nm

Finger
7 2 3 9 5

Transmitter Receiver  
Fig. 34. Insight schematic of SPO2 Nellcor  

Digital signal processing in the SpO2 device. Because there is a huge amount of 
noise in received photodiode signals, the techniques of digital filter are applied to 
eliminating the noise. The processing data flow is displayed in Fig. 35. 
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Fig. 35. The data flow and digital processing in the Oximeter device. 

In the acquisition of data, the AFE IC is configured with 1ms period span of interrupt 
for collecting data. When time of ADC conversion finishes, ADC_RDY pin of AFE IC 
have a pulse that indicates the completion of ADC conversion. This pin is connected to 
an external microcontroller. With external interrupt, the MCU is programmed to read 
data of PPG signals with 1ms. Then, these signals are limited with a FIR Filter for 
removing noise signals, and the IIR Filter is used for eliminating a DC component in 
the PPG signal. In order to reducing effect of DC components in calculating Ratio R/IR, 
an algorithm of DC correction is developed. It means that MCU have to manipulate the 
intensity of LED in transmitter side until the difference of DC component in Red and 
infrared is lowest.  

2.2 Develop software programs for collecting directly data and central server 
side  

The software program in the server will collect all data sent from the Tele-Oximeter 
and it stores these data in the database of patients. Every physician has an account and 
password to access this database. In addition, they also view the graph of measured 
results over time. Because of the access permissions of system, the doctor can only see 
the results of their tracking. The platform software programs are capable working on 
Personal Computer, smartphone, and website. With the help of these software 
programs, the doctor can easily take care of the patient from a distance. Even though, 
they can also give guidelines related to treatment or diagnosis for the patient.  

3 Results of Experiment 

We consider designing of the Spo2 device with high compatibility for customers, 
because our target is that we want to manufacture mass-production of this device. 
Therefore, it is mandatory designing with small, comfortable, and reliable. In regards 
to the calibration, we make use of Simulator Fluke Index2 for finding the relationship 
of SpO2 value and ratio of R/IR. The process of calibration is shown in Fig. 36. 
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Fig. 36. Calibrated the Spo2 device with Simulator Fluke Index 2 

Because the Simulator of Fuke Index has oxygen simulations with saturation levels 
from 50% to 100%, and each of steps is with 1%, we investigate this range of SPO2 
value and calculate ratios of R/IR. Then, the slope of relationship is estimated with a 
linear function of -38.68. This function of blue line is displayed in Fig. 37. 

 
Fig. 37. The relationship between Ratio R/IR and SPO2 value.  

In regarding to comparing with FLUKE Simulation index2, we utilized the Tele-
Oximeter device to measure with the range saturation lever of Simulator. These results 
are presented in Fig. 38. 
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Fig. 38. The errors when calibrating with FLUKE Simulator Index2 

As results in Fig. 38, with a range from 100% reducing to 73%, we can easily see that  
The error of oxygen saturation is lower than 1%. With the range of 73% and 50%, the 
error is reached up 2%. Explaining for this result is cause of the first range of 
relationship between Ratio of R/IR and SPO2 saturation more linear than the other 
described in Fig. 37.    

 
Fig. 39. A software program in order to collect data of PPG signals and SPO2 results in 
MATLAB. 

Beside the SpO2 device is implemented and designed for a cyber-medical system, the 
software program running on PC is also developed for acquiring PPG signals of Red 
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and IRed; The communication of this transmission is Bluetooth interface. All 
information as Ratio, heartrate, and etc. are also gained such as Fig. 39. 

    
Fig. 40.  Administrator and client software program: a) on server side, b) on client side 

In the Fig. 40, we developed two software program for an e-health system, the first case 
of a  is software on server side by obtaining data from the Tele-oximeter device using 
HL7 standard and then saving these data into a database. On the other hand, the other 
software on client side is to access the server to display Spo2 index and heart rate.  

─ Table 7. Errors of measurement between a Nonin device and the Tele-Oximeter . 

Person 

Nonin Spo2 Device The Tele-Oximeter 
Error 
(%) 

Error 
(bpm) SpO2  

 (%) 
HeatRate 
(bpm) 

SpO2  
 (%) 

HeatRate 
(bpm) 

        1 98 73 99 71 1 2 
        2 98 78 99 77 1 1 
        3 98 70 98 72 0 1 
        4 98 88 99 87 1 1 
        5 98 75 99 75 1 0 
Maximum error   1 2 

 
To prove the quality of our device, we carried out an experiment of measuring on 

human subjects. With comparing with the results of Nonin SpO2 device in Table 1., we 
can draw some conclusions that the errors of SpO2 are pretty precise with ±1% as well 
as heart rate with around ±2 bpm. Because it is difficult for us to find the patients with 
hypoxia, the range of low spo2 saturation not verified effectively in human subject 
experiments. So, This will be studied in the future.  

4 Conclusions 

In this paper, we developed a pulse oximeter which is called Tele-Oximeter. This device 
is compulsory for the people suffered from diseases of hypoxia due to having 

a) b) 
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telemedicine functions. In regarding to software, we developed some programs on 
server and client side for telemedicine system, and a software program running 
MATLAB to plot PPG Signals on PC. Consequently, the errors when comparing with 
simulator Fluke index2 is less than ±1% in the range 100% down to 73%, and ±2% in 
the range of 73% to 50%. With respect to performing a human subject experiment, we 
have just studied on the good healthy subject; the results are pretty accurate with ± 1% 
for SPO2 saturation and ± 2 bpm for heart rate. Although the number of human subjects 
is small, we will increase numbers of sample subjects and testing on real diseases of 
limiting oxygen saturation in the blood in the future.  
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Abstract. The enormous potential of a hydrogel from Aldehyde Hyaluronic Acid 
(AHA) – a modification of Hyaluronan, and N,O-Carboxymethyl Chitosan 
(NOCC) – a polymer derived from Chitosan, has been discussed in our previous 
study. This research presents two approaches to combine silver nanoparticles 
(AgNPs) with the hydrogel in order to yield a bioglue with higher antimicrobial 
property. The first one utilized the reaction between reactive aldehyde groups in 
D-glucuronic acid units of the AHA molecular chain and Tollens’ reagent, which 
is known as silver mirror reaction, while the latter attempted to synthesize 
NOCC-AHA hydrogel loading AgNPs through thermal decomposition of silver 
nitrate (AgNO3) with NOCC and AHA respectively. From primary results, 
heating a mixture of AgNO3-NOCC appeared to attain the best hydrogel in terms 
of gelation time and elasticity, broadening the application of the hydrogels in the 
medical field. 
Keywords: Chitosan, Hyaluronan, Hydrogel, Silver Nanoparticles. 

1 Introduction 

Antibiotic resistance has always been one of the most significant health threats. The 
reason is apparent as microbes “adapt” to existing antibiotics too fast while the 
development of new antibiotics takes decades. This problem, however, has stimulated 
the attention for metallic drugs, which were used to treat infections before the total 
dominance of antibiotics [1]. Consequently, many researchers conducted experiments 
to study thoroughly not only the properties of those metals such as silver (Ag), copper 
(Cu), zinc (Zn), and magnesium (Mg), but also the application of them in current 
treatments. Recently, antimicrobial metallic studies have been associated with the term 
nanoparticles [2-4]. Nanoparticles are defined as particulate dispersions or solid 
particles that can still have the same properties and transport as the whole entity. 
Although their sizes range from 1-1000 nm, the 1–100 nm scale is preferable with 
regard to biological interfaces [5]. Silver nanoparticles (AgNPs) are among the most 
widely investigated nanoparticles in biomedical field because of their antimicrobial 
activity and therapeutic potential [6, 7]. AgNPs protect the wound and facilitate healing 
process by promoting the proliferation and migration of keratinocytes, decreasing the 
collagen formed by fibroblasts, regulating cytokines generation, and effectively 
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preventing fungi and virus [8]. However, like any other drugs, AgNPs only express 
effectively when there is a loading system stabilizing the structure and controlling the 
release of AgNPs.  
 

Hydrogel has been considered as one of the major methods to synthesize scaffold for 
application in wound healing [9]. Excluding the properties of materials used, hydrogel 
form has many advantages such as the extracellular matrix (ECM) resembling structure 
and composition, filling properties, and even being able to act as a physical loading 
system. In our previous study, synthesis of the hydrogel from Hyaluronic Acid (HA) 
and Chitosan (Cs) has been introduced [10]. HA, a major component of the skin ECM, 
possesses essential position in wound reconstruction and various medical applications 
[11]. Chitosan, the deacetylated derivative of chitin, has the properties of 
biocompatibility, biodegradability and antibacterial activity which are widely used in 
drug delivery, gene therapy, as well as tissue engineering [12]. However, HA exhibits 
rapid erosion and degradation whereas Cs displays poor solubility in physiological 
solvents. By introducing carboxymethyl groups to the N, O-position of chitosan 
(NOCC) to solubilize it, and by cleaving carbon-carbon bonds of the cisdiol group of 
HA to create aldehyde groups (AHA), a hydrogel can be formed via Schiff’s base 
linkage between the amino groups in NOCC solution and aldehyde groups in AHA 
solution [10]. On the other hand, Cs and HA are proven to be both stabilizers of the 
silver colloidal solution and reducing agents [13-21], which means that the hydrogel is 
a potential loading system of AgNPs. 

 
Chemical reduction is the most common way to synthesize AgNPs [22]. Tollens’ 

reagent, which consists of silver nitrate (AgNO3) and ammonia solution (NH3), was an 
oxidizing agent well known for its silver mirror reaction with aldehyde groups. It is 
shown in previous studies that this reagent can be utilized to synthesize AgNPs [22-25]. 
The reactive aldehyde groups in D-glucuronic acid units of the AHA reduce Ag+ ion to 
form AgNPs. However, these aldehyde groups also greatly contribute to the formation 
of hydrogel. Therefore, in this experiment, AHA with the highest theoretical oxidation 
rate (50%) available in the laboratory was used. Furthermore, NOCC and AHA are 
expected to maintain their origins’ critical properties in high temperature. Therefore, 
thermal decomposition of AgNO3 is considered a possible method. 

  
In brief, the combination of AgNPs and the NOCC-AHA hydrogel probably yields 

a more suitable biomaterial with desirable properties for wound healing application. 
This study demonstrates two methods that were attempted to synthesize NOCC-AHA 
hydrogel loading AgNPs and their results, including evaluation of the gelation time and 
its elasticity. 
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2 Materials and method 

2.1 Materials 

Chitosan (>75% deacetylated), hyaluronan and silver nitrate (99%) were obtained from 
Sigma (USA). Dialysis membrane (Spectra/Por 4, Standard RC Tubing, WCO: 12–14 
kDa) was from Spectrum Laboratories, Inc., United States.  

Chloroacetic acid was bought from HiMedia Laboratories Pvt. Ltd., India.  Sodium 
periodate, ethylene glycol, isopropyl alcohol, ethanol, sodium hydroxide, hydrochloric 
acid, ammonia solution (25%) were from Xilong Chemical Co., Ltd., China.  

2.2 Synthesis of AHA and NOCC 

AHA was synthesized with trivial modifications from our previous research [10]. HA 
1% was prepared by adding 0.4 g HA into 40 mL distilled. Then, 0.084 g and 0.105 g 
NaIO4 in 2 mL distilled water were added dropwise to HA solution respectively to 
create 40 (AHA40) and 50 (AHA50) oxidation degrees. After 2 hours, 0.2 mL ethylene 
glycol was added and the mixture was stirred for another hour before being dialyzed 
using dialysis bag (MWCO 10,000) against distilled water for 3 days. The water was 
changed 3 times per day. The solution was then kept at −80 °C overnight before being 
freeze dried to obtain the final product.  

NOCC was synthesized with slight changes. First, Cs was dissolved in 10 mL 
isopropanol and 10 mL of NaOH 13 M was added. The mixture was kept stirring for 1 
hour before being supplemented with 5.2 g chloroacetic acid in 10 mL isopropanol. The 
mixture was stirred for 3 hours at 60 °C. The obtained solid was rinsed 3 times with 
80% (v/v) ethanol/water and dissolved in 67 mL distilled water to form a homogenous 
solution. Later, pH value of the solution was slowly adjusted by HCl 2.5 M until it 
reached 7.5. The resulting solution was undergone dialysis process using dialysis bag 
(MWCO 10,000) against distilled water for 3 days. The water was changed 3 times per 
day. The solution was kept at −80 °C overnight before being freeze-dried to obtain the 
final product.  

AHA samples were stored at −20 °C, while NOCC samples were placed in vacuum 
at room temperature. 

2.3 Synthesis of AHA/Ag by silver mirror reaction 

First, 50 mg of AHA50 was dissolved in 5 mL of distilled water. Then, 66.67 µL of 
AgNO3 0.1% solution was mixed carefully with 50 µL of NH3 25% solution in 5 
minutes before adding to the prepared AHA solution. The final solution was stirred for 
another 5 minutes and let stand afterward. After 24 hours, the solution turned into a 
light yellow color which marks the existence of AgNPs. It was then stored at −80 °C to 
prepare for the lyophilization. After lyophilization, the residual NH3 was completely 
removed and the sample was stored in vacuum oven at room temperature. 
 



196 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

2.4 Synthesis of AHA/Ag and NOCC/Ag by thermal decomposition 

For AHA/Ag synthesis, first 66.67 µL of AgNO3 0.1% solution was added into 5 mL 
of AHA (10 mg/mL) solution. The solution was vigorously stirred in the dark for 30 
min at room temperature, then it was kept stirring at 60 °C for 30 min.  

For NOCC/Ag synthesis, briefly, 133.34 µL of AgNO3 0.1% was added into 10 mL 
of NOCC (10 mg/mL). The solution was vigorously stirred in the dark for 30 min in 
room temperature, then, it was divided into two parts: (1) 56 µL of NaOH 0.028% was 
added into the solution and (2) nothing was added into the solution. After that, the 
temperature of both samples was raised to 60 °C and kept stirring for 8h. The control 
solution was the mixture of 5mL of distilled water and 66.67 µL of AgNO3 0.1%. 

3 Results and discussion 

The color of AHA/Ag solution after the silver mirror reaction became light yellow, 
which proves that there was a reaction (Fig. 1.). Noticeably, when AHA/Ag was 
dissolved in distilled water, the solution was opaque and light yellow, however, when 
it was dissolved in normal saline, the solution was cloudy. This is because the AgNPs 
were unstable in normal saline and they aggregate together. The instability of AgNPs 
causing by the presence of electrolytes is one major obstacle needing to avoid [14]. The 
AHA/Ag sample solution was stirred with 0.5 mL of NOCC solution to form hydrogel. 
However, the hydrogels were more like a cloudy viscous solution with darker yellow 
color. This may be due to the lack of aldehyde groups in AHA/Ag making the Schiff’s 
base linkage in the hydrogels weaker.  

 
Fig. 41. The difference between samples while they were dissolved in normal saline and in 
distilled water. 

For thermal decomposition experiment, the AHA/Ag solution changed from crystal 
clear color to muddy form with no sign of yellow color at the end of the process. This 
suggests that the molecular weight of AHA may have decreased and its properties may 
have changed with respect to its origin HA, which is the main reason led to the failure 
of silver reduction.  
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NaOH was used as a reagent as a factor to make sure that AgNO3 reacted thoroughly 
with NOCC. Because the original NOCC solution has light yellow color, reaction 
indication needs a control to compare. Hence, a solution of distilled water and AgNO3 
served as a control. After the reaction, both NOCC/Ag samples were muddy light 
yellow, while the indicator solutions turned into light transparent yellow with tiny small 
yellow dust on their surface. This again proves the role of NOCC as a stabilizer for 
AgNPs and as a reducing agent in the reaction. After being freeze-dried, the samples 
showed no difference in color or texture, which could be observed in Fig. 2. The 
samples were then dissolved in 0.5 mL normal saline with concentration 30mg/mL, and 
finally mixed with AHA40 and AHA50 solution (30 mg/mL with normal saline as a 
solvent) to form hydrogel with volume ratio 1:1 (Fig. 3.). 

 

 
Fig. 42. Samples after being freeze-dried: NOCC/Ag with NaOH (A) and NOCC/Ag without 
NaOH (B) 

 
Fig. 43. Hydrogels made from AHA and NOCC/Ag samples: AHA40/NOCC/Ag(1) (A); 
AHA40/NOCC/Ag(2) (B); AHA50/NOCC/Ag(1) (C); AHA50/NOCC/Ag(2) (D) 

The properties of the hydrogels were summarized in Table. 1. The desired hydrogel 
requires clear color, low gelation time and a soft to little hard texture, therefore, the 
sample AHA50/NOCC/Ag(2) appeared to be the best out of the four samples. 
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─ Table 8. Properties of the hydrogels from NOCC/Ag samples. 

Samples Gelation time (s) Elasticity 
AHA40/NOCC/Ag(1) 47 Too low 
AHA40/NOCC/Ag(2) 41 Moderate 
AHA50/NOCC/Ag(1) 74 Low 
AHA50/NOCC/Ag(2) 42 Moderate 

4 Conclusion 

The study introduced two approaches to combine NOCC/AHA hydrogel and AgNPs: 
the first one was via Tollens’ reagent and the other employed thermal decomposition. 
Early results showed succession in merging the two materials, which opened up a path 
for an application of AgNPs and NOCC/AHA hydrogel in wound healing applications.  
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Abstract. In this study, we propose a method to control the wheelchair by eye 
movement using Electroencephalography (EEG). Firstly, we collect EEG signal 
by five types of eye movement: Blink, Double blink, look at Right, look at Left 
and Relax. These movements correspond to five directions of wheelchair motion: 
Go forward, Go backward, Turn right, Turn left and Stop. After that, the offline 
EEG signal is analyzed using MATLAB to find out the classified threshold of the 
signal amplitude in Alpha band and Delta band. Finally, an effective algorithm is 
built allowing us to identify the type of eye movement and control the external 
device - the powered wheelchair. As the result, the average accuracy for five 
motion directions (Go forward, Go backward, Turn right, Turn left and Stop) are 
92.333%, 93%, 81.667%, 86.667% and 83% respectively. With this study, we 
expect that this study may help people who need it and can be applied to many 
fields in the near future. 
Keywords: Brainwave control algorithm, wheelchair, eye movement, EEG. 

1 Introduction 

Nowadays, Electroencephalography (EEG) becomes the most versatile and powerful 
tools not only in medical to diagnose the mental diseases or brain injury but also in 
technology to help disabled people who got the severe disabilities engage with their 
surroundings and live more comfortable.  

In many cases, the severe disabilities affect the patient's daily living activities, 
including activities of self-care and movement, causing major changes in the quality of 
life. Besides the physical therapy, many types of technique were applied for disabled 
people to help people with limited abilities can live more comfortable. With brain 
control technique, they can use their own physiological signal such as EEG signal, eye 
movement signal to interact with external environment by the support equipment like 
wheelchair.  

This study serves for this sake by proposing a cheap and effective method to control 
the wheelchair with a commercially low-cost EEG headset - Emotiv EPOC Headset. 
This headset is easy to use with the 14 channels fixed on the scalp to collect the EEG 
signal and the software development kit (SDK) to process and interpret these signals 
[1]. In this study, the main issue is the identification the type of eye movement in EEG 
signal to control the wheelchairs. We use MATLAB language to analyze offline raw 
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data to identify the type of eye movement and find out their amplitude threshold value. 
Thus we can use these threshold value for wheelchair application.  

2 Method 

Subject: One healthy female, 23 years old. 
Requirements for the subject: Because the aim of this study is total paralysis patients 

so when we collect the data, she must do not move the body except her eyes.  
EEG equipment: EPOC Emotiv headset and its packet tools. 
By observing the actual experiments, we choose five types of eye movement to be 

the controlling commands: Blink eye (B) as Go Forward command; fast Double blink 
eye (D) as Go Backward command; look at Left (L) as Turn left command; look at 
Right (R) as Turn right command and relax or closed eye (X) such as Stop command. 
We collected the EEG data by EPOC Emotiv headset in total 661 samples from four 
channels: AF3 (Fp1), AF4 (Fp2), F7 and F8 in 5 seconds  [2]. In every 5 seconds 
sample, the subject does only one type of eye movements such as Blink, Double Blink, 
look at Right, look at Left or Closed eye. The data then are analyzed offline by 
MATLAB. After doing pre-processing by the Notch and band-pass filters to extract the 
desired frequencies, we use Fast Fourier Transform method to compute the power 
spectral density ratio (R-value). 

 𝑅𝑖 = 
𝑃𝑖
∑𝑃𝑖

 (9) 

Where: R is power spectral density ratio 
   P (μV2) is power spectral density  
  i  sequentially is δ, θ, α and β band 
In this study, we only give the attention on two frequency regions δ and α which 

have the significant change in amplitude for the eye movement behaviors. 
2.1 Identify X signal  
As we know, when we're relaxing, the alpha wave of our brain will increase. In this 

case, the R-value in the alpha region of the X signal is significantly higher than the 
other four signals B, D, L, and R in the same region. At the same time, the R-value in 
the delta region of X signal is smaller than the R-value in the same region of the other 
four signals. Therefore, we got the sign to recognize the X signal as follow: 

 {
{𝑅∝𝑋} > {𝑅∝𝐵; 𝑅∝𝐷; 𝑅∝𝐿; 𝑅∝𝑅}

{𝑅𝛿𝑋} < {𝑅𝛿𝐵; 𝑅𝛿𝐷; 𝑅𝛿𝐿; 𝑅𝛿𝑅}
  

2.2 Identify Blink eye (B) and Double blink eye (D) signal  
Looking at the figure below that shows the power spectrum of two groups B signal 

and D signal, we observe in the same frequency range [0.5 Hz; 4 Hz], the power 
spectrum of group B is gathered in one part, whereas the power spectrum of group D is 
tended to be divided into two distinct parts. For the sake of identification, we argue and 
compute a coefficient to distinguish B signal and D signal. It is ρ -value and computed 
by the following equation: 
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 𝜌 =
𝑃[0.5 𝐻𝑧 ; 1.5 𝐻𝑧]

𝑃[1.5 𝐻𝑧 ; 4 𝐻𝑧]
∙
𝑃[0.5 𝐻𝑧 ; 3 𝐻𝑧]

𝑃[3 𝐻𝑧 ; 4 𝐻𝑧]
 (10) 

With: P[a ; b]  is the power spectral density which is limited to the frequency segment 
[a ; b] (Hz).  

 
Fig. 44. ρ values of B signal (a) and D signal (b) 

The value of ρB ≫ ρD in most samples. So we use this coefficient to distinguish B 
signal and D signal. 

2.3 Identify look at Left (L) and look at Right (R) signal 
The Correlation Coefficient is the powerful index that indicates the strength of the 

linear relationship between two random variables. To distinguish L signal and R signal, 
we calculate 6 correlation coefficients of 6 pairs of channel: (AF3,F7); (AF3,F8); 
(AF3,AF4); (F7,F8); (F7,AF4); (F8,AF4).  

By calculating the correlation coefficients between the pairs of channels according 
to behaviors B, D, L or R, we have the distribution of correlation coefficients as Fig. 2 

 
Figure 45. The graph that distribute the correlation coefficients between the pairs of channels 

according to behaviors B, D, L or R 

From Fig.2, we can deduce the trend of correlation coefficient as Table 1 using for 
the identification algorithm.  
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Table 9. The trend of correlation coefficients 

Correlation 
coefficients pairs 

B D L R 

cr(AF3,F7) + + - + 
cr(AF3,F8) + + + - 
cr(AF3,AF4) + + + - 
cr(F7,F8) + + - - 
cr(F7,AF4) + + - - 
cr(F8,AF4) + + + + 

From the table above, we can divide the four behaviors B, D, L and R into two groups 
thanks to the correlation coefficient of the pair F7&F8 and F7&AF4. The first group 
includes B and D behavior because they had the positive coefficient of the pairs that 
mention above while L and R behavior were the second group because of their negative 
coefficient. In addition, based on the opposite trend of the correlation coefficient of pair 
AF3&F7, AF3&F8, and AF3&AF4, we can distinguish the L and R signals. 

2.4 Threshold statistic 
Threshold statistic is the method we built to define the threshold value of the data set 

Rα, Rδ, ρ and correlation coefficients. The Rα value and Rδ value are used to recognise 
{X} signal from {B, D, L, R}, ρ value is use to identify group {B} and {D} while 
correlation coefficients are used to distinguish {L} and {R} signal. In every set, there 
always is the opposite distribution of the data between two groups in the same value 
domain that we call Upper Domain (UD) and Lower Domain (LD). In particular, for 
the set of Rα, UD is the Rα{X} and LD is Rα{B,D,L,R}, while in Rδ set, UD is Rδ{B,D,L,R} and 
LD is Rδ{X}. Similar, in the set of ρ value, UD is ρ{B} and LD is ρ{D}. For correlation 
coefficients, UD are cr(F7, AF4) and cr(F7, F8) of group {B, D}; cr(AF3, AF4) and 
cr(AF3,F8) of {L} signal; and cr(AF3, F7) of {R} signal. From that distribution, we 
compute the a specific value as the boundary between two domain sets, called the 
intersection value μ, defined by the formula below: 

 𝜇 =  

∑ (
𝑚𝑖𝑛𝑈𝐷𝑖

+𝑚𝑎𝑥𝐿𝐷𝑗

2
)𝑖=1,𝑛̅̅ ̅̅̅

𝑗=1,𝑚̅̅ ̅̅ ̅̅

𝑚.𝑛
 (11) 

With: 𝑚𝑖𝑛UD𝑖 : the smallest value of each subsets of the upper domain. 
 𝑚𝑎𝑥𝐿D𝑗 : the biggest value of each subsets of the lower domain. 
 n: The number of subsets is in the upper domain. 
 m: The number of subsets is in the lower domain. 

3 Results 

The threshold values of 𝑅∝, 𝑅𝛿, ρ and 6 correlation coefficients of 6 pairs of channel 
are calculated by statistic to identify each type of signal. Whereas the online collecting 
data program and control program are built on LabVIEW so that we can do the 
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performance test for our algorithm. After every test, the performance of the algorithm 
is better. However, this result was dependent on every subject and the training session. 

─ Table 10. The performance of the algorithm after every test 

Type of signal and 
command 

B D L R X 
Go forward Go backward Turn left Turn right Stop 

The 2nd test 89% 86% 60% 78% 71% 
The 3rd test 88% 93% 92% 87% 93% 
The 4th test 100% 100% 93% 95% 85% 

Average 92.333% 93% 81.667% 86.667% 83% 
*Note: The first test was rejected since the mechanical problems of the wheelchair so 
we didn’t mention it here. 

In 2012, the International University in Vietnam also did the project about "An EEG-
Controlled Wheelchair Using Eye Movements" using the number of blinks to control 
the wheelchair with the Biosemi Active Two system  [3]. In our study, we use the 
direction of eye movement to be the control signal. With Epoc Emotiv headset, the 
subject feels more comfortable to do the test for a long time and it also saves our time 
with a wearable device and fixed channels. As we saw in the Table above, the 
performance of group B and D is almost absolute since they are the signal have the big 
difference of ρ –value with the ratio of ρB/ρD always is approximately 10 times or 
more. While after several adjustments for threshold value, the performance of Turn left 
and Turn right signals were improved significantly. Besides, the Stop signal is still 
stable. This study also gives us the effective performance with the accuracy of five 
motion directions (Go forward, Go backward, Turn right, Turn left and Stop) are 
92.333%, 93%, 81.667%, 86.667% and 83%  respectively in indoor environment. This 
algorithm not only can use for motion but only can expand to control other equipment 
and we believe that it will have the widespread potential application in near future. 

4 Conclusion 

This current study adds an other high-productive method to help disable people 
control the wheelchair by eye movement via their EEG signal with five commands: Go 
forward, Go backward, Turn right, Turn left and Stop. The wearable EEG equipment 
that we use in this study – EPOC EMOTIV - brings more convenient for the subject 
and easy to conduct the experiment because of its light weight and quick response. In 
near future, we hope this algorithm will have the potential application and not only be 
used for motion controlling but also can expand to control other equipment in other 
field. 

The authors declare that they have no conflict of interest. 
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Abstract. BACKGROUND: Connector gap, a gap between connector and tube, 
is where very easily to occur thrombus formation in extracorporeal blood 
circulating system .OBJECTIVE: The aim of this study is to develop a system to 
detect thrombus formed at the connector gap in an extracorporeal blood 
circulating system and evaluate it. METHOD: The bio-mate flow path 
incorporating the connector electrode is filled with fresh porcine blood and 
circulated by a centrifugal pump. Calcium chloride and sodium citrate are added 
to the circulating system to adjust ACT (Activated clotting time) to be around 
160 sec. In the case that the thrombus formation detected by permittivity 
measurement, heparin is added to stop the coagulation reaction, and the 
measurement is terminated. RESULTS: Thrombus parameter is not affected by 
ACT change or drug addition and it increased to 20% at the end of the experiment, 
which confirms the feasibility of the proposed thrombus detecting sensor. As 
thrombus is not confirmed in extracorporeal blood circulating system besides the 
connector gap, it is considered to be the early stage of thrombus formation. Since 
thrombus formation is made on the end face b and large regardless of the position 
of the electrode, the promotion of thrombus formation by electrical measurement 
is not observed.  
Keywords: Thrombus detection, Artificial organs, Electrical spectroscopy. 

1 Introduction 

Recent years, a number of the patients with cardiovascular diseases receive efficient 
therapies to support their life with artificial organs[1]. However, thrombus formation 
within artificial organs is a serious problem and it can be a cause of thrombosis. 
Activated clotting time (ACT) and Thromboelastography (TEG) are used for 
examination of coagulability, however, it is not to assay the thrombus formation 
directly. 

Currently electrical measurement has applied to monitor the blood, and it is known 
that permittivity measurement is effective in the thrombus formation process in the 
stationary field [2]. Detecting the thrombus formation directly, we focused on a 
connector gap, a gap between connector and tube, where thrombus formation very 
easily occur in an extracorporeal blood circulating system. In this study, we proposed a 
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new sensor and a parameter and evaluated them through thrombus formation 
experiment in blood circulating flow path. 

2 Material and Method 

2.1 Blood Sample and Experimental setup 
Porcine blood which has similar hematological and biochemical properties to human 

blood was used in this experiment. After the blood sample was withdrawn from the 
swine subject, the tri-sodium citrate solution (0.011 M; Shibaura Zouki K.K., Japan) 
was added (blood: tri-sodium citrate solution=9:1) to prevent natural thrombus 
formation. As shown in Fig.1, the experimental setup consisted of a centrifuge pump 
(Gyro pump SE; Kyocera corporation, Japan), a flow meter, a pressure sensor, a 
circulation tube, a reservoir, a thermostat bath and a connector sensor. The connector 
sensor was made of an acrylic pipe attached two stainless tapes, connected with a tube 
along the flow direction. An impedance analyzer (IM7581: Hioki E.E. Corporation, 
Japan) was connected with the connector sensor. The connector sensor only focused on 
connector part.  

 
Fig. 46. Experimental setup. 

 
2.2 Method and Experimental Condition 

The circulation shown in Fig. 1 was filled with 800ml porcine whole blood. During 
the experiment, the blood samples were withdrawn from a port on the circulation tube 
to measure Activated Clotting Time (ACT) with Sonoclot Analyzer (Model SC1, 
Sienco, Inc., America) to evaluate coagulability. The blood was circulated by using the 
centrifuge pump at a constant flow rate Q=2.0 L/min at all times.  The reservoir was 
put in the thermostatic bath that always maintained the circulating blood’s temperature 
at 37 °C. In order to adjust ACT value around 120~160 sec, CaCl2 solution and tri-
sodium citrate solution were appropriately used.  

Electrical measurement was carried out with the connector sensor and its 
measurement frequency was 100 kHz to 300MHz. Then, when thrombus formation was 
detected by electrical measurement, sodium heparin was injected into the circuit to 
prevent thrombus formation anymore and the measurement was ended. After that, the 



208 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

circulation was washed with saline and observed the thrombus in the circuit besides the 
connector sensor. 
2.3 Thrombus parameter 𝛂 

In order to determine the thrombus parameter, we measured permittivity in a 
stationary field where unintended change did not occur. In this report, thrombus 
parameter α was defined as percentage of thrombus occupied in measurement range. 
Addition to measurement of the thrombus formation process, we measured the 
hematocrit change β which has a large influence on the permittivity. We assumed that 
relationship between permittivity change and the blood state change (thrombus 
formation process or hematocrit variation) were linear. Getting the slope of lines from 
the experiments at 1 MHz and 10 MHz, we made a simultaneous equation and solve it 
for α. Obtained α  is shown below: 

𝛂 =  4.34∆𝜀1𝑀𝐻𝑧 −  4.18∆𝜀10𝑀𝐻𝑧 (12) 

Where, ∆𝜀1MHz and ∆𝜀10MHz are the change in dielectric constant from the start of 
experiment at 1MHz and 10MHz. 

3 Result and Discussion 

Fig.2 shows time course of thrombus parameter 𝛂 (solid line) and ACT (broken line) 
during the experiment. Looking at the time course of the thrombus parameter 𝛂  reached 
10% at t = 90 min, and then it reached 20% in about five minutes thereafter. From this 
transition of the thrombus parameter 𝛂, it is assumed that a thrombus was formed 
quickly on the end face of the connector seonsor after t = 90 min. When thrombus 
parameter 𝛂  reached 20% was, heparin was added and the measurement was 
completed.  

 
Fig. 47. Time course of thrombus parameter α (solid line) and ACT (broken line). 
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Fig.3. Thrombus formed on the end face of the connector sensor 

ACT firstly decreased by CaCl2 and it was recovered by sodium citrate added in the 
latter half of the experiment, thrombus parameter 𝛂 continued to increase. This might 
be because the measurement range of the connector electrode is focused on the 
thrombus attached to the connector part. Fig.3 is a photo of thrombus formed on the 
end face of the connector sensor after the measurement and its color tone has been 
adjusted. The thrombus was formed not only on the electrode but on the entire end face. 
So promotion of thrombus formation by the electrical measurement was not observed. 
In addition, thrombus formation was could not be confirmed in the circulation flow path 
except the connector sensor. It can be said that the whole system was an early stage of 
thrombus formation. 

4 Conclusion 

In this study, the thrombus formation experiment was conducted in the circulation 
flow path and measured capacitance of the blood with connector sensor. As a result, the 
following findings were obtained: 

(1) Since thrombus formed on the entire end face of connector sensor regardless 
of the position of the electrode, promotion of thrombus formation by electric 
measurement was not observed. 

(2) Thrombus parameter 𝛂 increased to 20% without being affected by ACT 
change and drug addiction. As thrombus was not confirmed in the circulation 
flow path, it is considered to be the early stage of thrombus formation. 
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Abstract. This paper presents a study toward the investigation of electrical 
properties of static bovine blood samples during hemolysis by electrochemical 
impedance spectroscopy (EIS). RBC hemolysis was induced by adding different 
volume fractions of distilled water into static bovine blood samples that causes 
cell membrane breakage and release of cytoplasm into blood plasma. EIS 
measurements were conducted with frequency range between f=100 kHz and 
f=300 MHz. Our data show that changes in electrical properties indicating 
hemolysis are observed under high frequency conditions. Moreover, the 
impedance increase related to the release of cytoplasm into plasma and increment 
of hemoglobin’s amount. The highest resistance of second semi-circle (Z’) shows 
a linear relationship with the hemoglobin concentration (Hb). This relationship is 
described by the equation Z’ = 0.7932Hb + 15.788, with correlation coefficient 
of 0.9978. 
Keywords: Hemolysis, Electrical impedance spectroscopy, Red blood cells 

1 Introduction   

Hemolysis is characterized as the release of hemoglobin (Hb) and other intracellular 
components, including metabolites (structural proteins, lipids, and carbohydrates) and 
enzymes, from red blood cell (RBC) to the surrounding extracellular fluid following 
damages of the cell membrane or its disruption [1]. Hemolysis is correlated with several 
diseases such as sickle-cell disease [2], hereditary spherocytosis [3], malaria [4], 
hemolytic anemia, and mechanical heart valve induced anemia. Moreover, hemolysis 
occurs during blood collection, processing, handling, storage within the transfusion 
service [5], and during transport to the patients [6]. Detecting excessive hemolysis is 
vital in reducing complications in patients due to that transfusion of elevated potassium 
levels, free Hb and bacteria contaminate RBC units [7], [8]. However, hemolysis RBC 
analyzers are huge and expensive devices, which need to be operated by skilled 
technicians. Furthermore, access to this equipment is an issue in developing countries, 
where less reliable equipment and evaluation techniques are available. These different 
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factors push towards the development of point-of-care (PoC) hemolysis detecting 
devices that provide an easy to use, reliable and economic test for patients. 
Fricke et al. concluded that increment of permittivity is attributable to the increase in 
erythrocyte size or membrane capacity [9]. Analyzing by the Pauly-Schwan's theory 
based on the assumption that erythrocytes are spherical which is not suitable for 
hemolysis, in fact, shape the RBCs after hemolysis lose their standard biconcave shape 
into unpredictable form. Jyoti et al. examined low-frequency impedance spectroscopy 
to monitored hemolysis at various temperatures from −200 °C to −140 °C and times 
domain to point out frequency increases with the impedance decreases [10]. Although 
these studies did show the physical relationship of hemolysis and impedance signal, 
and are much simpler than traditional methods, the signal conditioning circuit cannot 
be applied for RBC hemolysis, which possess shapes other than spherical or ellipsoidal. 

2 Materials and Methodology 

2.1 Sample preparation 
The bovine blood samples (Shibaura Zouki K.K., Japan) were prepared by following 
the procedure shown in Fig. 1. First, the RBCs were separated from the whole blood by 
centrifuging (CN-1040; Hsiang Tai, Taiwan) under 2000 rpm for 10 minutes. Second, 
distilled water was added to the RBCs before another instance of centrifuging. After 
these two steps, different concentrations of hemoglobin Hb concentration were 
obtained.  
Table 1. Experimental samples prepared from various concentrations of RBCs and RBC 
hemolysis.  

2.2 Experimental setup 
Fig. 1 displayed the experimental setup, which includes one equilateral cubic as blood 
container, one impedance analyzer, and one personal computer (PC). The 
electroporation cuvette had a 2 mm gap (Nepa Gene) and two electrodes (length × width 
× thickness: 10× 20 × 0.15 mm) attached to the two symmetric inner surfaces of the 
container. The impedance analyzer data were obtained using the Hioki IM7581 
impedance analyzer (Hioki E.E. Corporation, Japan and personal computer (PC). These 
electrodes were connected to the impedance analyzer by a coaxial cable (Four-terminal 
probe L2000: Hioki E.E. Corporation, Japan).  

  φp    φc φr Vw(µL) Hb(g/L) 

HCT 

HCT 10% 0.6 - 0.4 - 0.04 
HCT 20% 0.7 - 0.3 - 0.04 
HCT 30% 0.8 - 0.2 - 0.04 
HCT 40% 0.9 - 0.1 - 0.04 

RBC 
Hemolysis 

HCT 40%+0.55% dH2O 0.6 - 0.4 20 1.4 

HCT 40%+0.55% dH2O 0.6 - 0.4 40 2.2 
HCT 40%+0.55% dH2O 0.6 - 0.4 60 3.1 
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Fig. 1 Experimental setup for electrical impedance spectroscopy measurement. 

The impedance analyzer data such as impedance (Z), phase angle (θ), resistance (Z’) 
and reactance (Z’’) were obtained. The Z’ and Z’’ were measured at various frequencies 
f (201 values between f=100 kHz and f=300 MHz). All experiments were conducted at 
room temperature (T=25o C). 
The supernatant hemoglobin (Hb) concentration was measured by the commercial 
HemoCue system. The absorbance was measured at two separate wavelengths (λ=570 
and λ=800 nm) to determine the Hb concentration and compensation for turbidity in 
each sample. 

3 Results 

Fig. 2 shows the influence of hemolysis red blood cells. The comparison of the same 
phenomena with the decrement of RBCs in both hematocrit and hemolysis is shown in 
Fig 2a. In fig 2a the Nyquist plots comprise two semi-circles. In the case of HTC, the 
tread of two semi-circles decreases the concentration of the RBCs while the diameter 
of the two semi-circles in case of RBC hemolysis ascends regardless the descending of 
RBCs with the occurring of RBC hemolysis. The Nyquist plots of blood with different 
hematocrit decreased while it is opposite in the case of RBC hemolysis. The effect of 
cytoplasm produced by the rupture of RBCs on impedance is much greater than that of 
RBC concentration. From analyzing the data, the highest resistance of second semi-
circle (Z’) shows a linear relationship with the hemoglobin concentration (Hb). This 
relationship is described by the equation Z’ = 0.7932Hb + 15.788, with correlation 
coefficient of 0.9978. 
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Fig. 2 Nyquist plot of RBC hemolysis, and relationship between resistances Z’ with 

hemoglobin Hb. 

4 Conclusion 

This study demonstrates for the first time EIS measurements of RBC hemolysis that 
show a strong relationship between impedance changes and the release of cellular 
hemoglobin. Our experiments on blood samples with different RBCs concentration in 
hematocrit and different added waster volume fractions indicate that the effect of 
cytoplasm produced by the rupture of RBCs on impedance is much greater than that of 
RBC concentration. 
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Abstract. Electrical Impedance Tomography (EIT) has been proposed to assess 
the adipose tissue distribution in the upper arm of patients with different arm 
diameters. The aim of this study is to develop an adjustable EIT sensor, whose 
diameter can be adjusted within a certain range by changing the electrode-to-gap 
ratio (EGR) of the EIT sensor. In order to improve the reconstructed image 
quality and stability, investigation of the effect of changing the diameter of EIT 
sensor is needed. A prototype EIT sensor with an adjustable diameter and 
consisting of 32 electrodes was manufactured and evaluated through 
experimental studies. The experimental results show that the EIT sensor with the 
adjustable diameter can provide similar reconstructed images just as the 
traditional EIT sensor which has a fixed sensor diameter. The adjustable EIT 
sensor can therefore adapt the EIT to the changing diameters of the upper arm of 
different patients during the adipose tissue assessment. 
Keywords: adjustable EIT sensor, adipose tissue assessment, different diameter, 
electrode-to-gap ratio. 

1 Introduction 

Lymphedema is a sequelae of gynecological cancer that develops by the accumulation 
fluid in the adipose tissue of the upper arm limb [1]. Lymphedema diagnostic tries to 
detect the accumulation of fluid in the interstitium such as adipose tissue in upper arm 
or upper leg limbs due to the blockage of lymph vessel after surgery. When the 
Lymphedema condition is getting worse, the limbs become enlarged and difficult to be 
recovered. 

Electrical Impedance Tomography (EIT) has a potential capability to visualize the 
cross section of the upper arm limb in terms of the electrical properties distribution that 
related to the accumulation of fluid in the interstitium. This method is easier to be 
miniaturized and be manufactured inexpensively as compared to X-ray CT or MRI.  

The reconstructed image accuracy of EIT depends on the location of electrodes 
attached in the periphery of limbs. The location of electrodes should be known prior to 
the image reconstruction. In the conventional EIT sensor, the geometry of sensor is 
fixed with a regular shape such as circle [2]. However, the diameters of upper arm are 
different depending on the individual body conditions which causes to reconstruction 
process and lymphedema diagnostic are difficult. Therefore, it is needed to modify the 
new design of electrodes location to overcome the different diameter of upper arm. 
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In order to overcome this issue, in this study, a prototype EIT sensor with adjustable 
diameter, consisting of 32 electrodes is developed. The quality and stability of 
reconstructed image based on manufactured adjustable sensor is investigated under 
changing the diameter with saline agar phantom. 

2 Materials and method 

2.1 Adjustable EIT sensor  

The appearance and diagram of the adjustable EIT sensor is shown in Fig.1. It consists 
of an electrode-attached chuck (inside part) and a multi-electrode switching system 
(outside circuit parts). The electrode-attached chuck is an electrode sensor designed to 
cope with the change in the diameter of the measured object, and is a mechanism similar 
to the scroll chuck of the lathe. Multi-electrode switching system is mainly made up of 
three parts, ○1 Switch circuit, ○2 Arduino and ○3 FPGA. 

 
Fig. 48. The appearance and diagram of the adjustable EIT sensor. 

2.2 Image reconstruction of EIT 

A schematic diagram of image reconstruction EIT is shown in Fig.2. A constant AC 
current I is injected between the two electrodes (Hc to Lc), and the potential V between 
the other electrodes (Hp to Lp) is measured. By switching pairs of the current injecting 
electrodes and the voltage measuring electrodes, the conductivity change distribution 

 
The basic equation of EIT is expressed as follows. 

 𝑈 = 𝐽𝜎 (13) 

 𝐽 = (

𝝏𝑼𝟏

𝝏𝝈𝟏
⋯

𝝏𝑼𝟏

𝝏𝝈𝒎

⋮ ⋱ ⋮
𝝏𝑼𝒏

𝝏𝝈𝟏
⋯

𝝏𝑼𝒏

𝝏𝝈𝒎

) (14) 

𝑼 is the measurement voltage matrix, 𝑱 is the sensitivity matrix, and 𝝈 [S/m] is the 
conductivity change distribution. Since the measurement voltage 𝑼 and the sensitivity 
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matrix 𝑱 are known, meanwhile the sensitivity matrix 𝑱 does not have an inverse matrix 
and has no unique solution, thus it is necessary to obtain an approximate solution by an 
appropriate algorithm.  

 
Fig. 49. The schematic diagram of image reconstruction EIT. 

2.3 Experimental condition 

Appearance of the phantoms condition is shown in Fig.3. In this experimental studies, 
we compared the reconstructed images with three diameter diameters (D = 70, 80, 90 
mm) so that the electrode-to-gap ratio (EGR) is changed. The conductivity of the 

similar (𝐷: 𝑑: 𝑎 = 70: 14: 1) to each other in order to confirm the influence of change 
in diameter. The measurement frequency was f = 20, 50, 100 kHz, and injected current 
was I =1mA. 

 
Fig. 50. Phantoms conditions for experimental studies. 

3 Results and Discussion   

The experimental results are shown in Fig.4 which are the conductivity change 
distribution obtained by image reconstruction of each phantom for each frequency. The 
inclusion area with higher conductivity was detected with blue color. In the measured 
frequency ranges, almost no image change due to change in diameter or the electrode-
to-gap ratio (EGR) was observed. The blue part appears to be distorted to the right. This 
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seems to be caused by a slight deviation of the distance between the electrodes of the 
adjustable EIT sensor. It seems that the blue color of the high conductivity part seems 
to be thin due to the increase of frequency. This is thought to be due to (1) change in 
conductivity due to frequency characteristics and (2) decrease in signal-to-noise SN 
ratio in the high frequency measurements. 

 
Fig. 51. Conductivity change distribution  [S/m].  

4 Conclusion 

In this study, an adjustable EIT sensor has been manufactured and proposed to 
overcome the technical problem of Lymphedema diagnostic with EIT. The technical 
problem of Lymphedema diagnostic with EIT arose due to the different diameter of 
individual body conditions. In order to investigate the influence of the changing the 
diameter, experimental studies using phantom was carried out. The following results is 
clarified: that the manufactured adjustable EIT sensor provides similar reconstructed 
images in the case of different diameter or changing electrode-to-gap ratio (EGR). 
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Abstract. The study aims to examine the effect of surface roughness as well as 
lubricant and normal load on frictional response of CoCrMo-on-UHMWPE 
bearing using a custom friction-measuring device. A cylindrical CoCrMo pin 
with surface roughness of 0.25 µm was prepared. Ten UHMWPE discs with 
different surface roughness of 2.5 µm and 0.25 µm were machined. BSA at 
concentration of 25 mg/ml was prepared by dissolving in PBS. A custom pin-on-
disc friction-measuring device was designed to measure the coefficient of friction 
(µ). The normal loads were varied in two values of 4 N and 16 N at sliding 
velocity of 28 mm/s. The mean µ values were taken in 3600 s. Results 
demonstrated that BSA 25 mg/ml improved the frictional properties between 
CoCrMo-on-UHMWPE bearing (p < 0.0001) and the µ values were increase with 
the increase of the surface roughness as well as with the increase of the normal 
loads (p < 0.0001). These results suggest that BSA plays an important role in 
improving the lubricating ability of CoCrMo-on-UHMWPE bearing and the 
frictional response between CoCrMo-on-UHMWPE depend on the surface 
roughness as well as the normal load. 
Keywords: Surface roughness, Coefficient of friction, CoCrMo, UHMWPE, 
BSA, Lubrication. 

1 Introduction 

One of the most commonly used material combination in arthroplasty is metal-on-
UHMWPE. Despite the good mechanical and frictional properties of this bearing, 
problems related to friction and wear lead to failure of the prosthesis. Therefore, most 
studies on artificial joint materials, such as CoCrMo and UHMWPE, were related to 
the mechanism of friction, wear and lubrication between implant materials [1-4]. Such 
studies will lead to a better understanding of the lubricating mechanisms and to the 
development of new materials that show better lubricating characteristics in synovial 
fluid. 

The frictional characteristics of a material combination not only depend on the type 
of materials used and on their surface properties but also on the lubricant. Several 
studies have been reported on the effect of synovial fluid components on friction and 
wear with different conclusions [5-10]. Mazzucco et al. examined the effect of synovial 
fluid components on the friction between CoCrMo and UHMWPE and they concluded 
that albumin, gamma-globulin, phospholipids and hyaluronic acid do not act as 
boundary lubricants [5]. In contrast, Gispert et al. observed the friction between 
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CoCrMo and UHMWPE and showed that albumin and hyaluronic acid improve the 
frictional response of implant [6].     

Therefore, the aim of this study is to investigate the effect of surface roughness as 
well as lubricant and normal load on frictional response of CoCrMo-on-UHMWPE 
bearing using a custom friction-measuring device.  

2 Materials and methods 

2.1 Pin and disc samples preparation 

A cylindrical CoCrMo pin (diameter × length of 10 mm × 15 mm) was provided by 
Denken Highdental, Japan; then the pin surface roughness of Ra = 0.25 ± 0.05 µm was 
prepared using a grinding machine. UHMWPE (Ultra high molecular weight 
polyethylene) was provided by Wefapress, Germany and ten UHMWPE discs (diameter 
× thickness of 90 mm × 5.2 mm) with different surface roughness of Ra = 2.5 ± 0.5 µm 
and Ra = 0.25 ± 0.05 µm were machined by CNC machining method. The surface 
roughness of CoCrMo pin and UHMWPE discs were measured using a Mitutoyo 
portable surface roughness tester (SJ-310). 

 
Fig. 1. Typical CoCrMo pin and UHMWPE disc samples were used for the experiments. 

2.2 Lubricant preparation 

The phosphate buffered saline (PBS) powder was provided by Bomei, Taiwan. Then 
the PBS solution at concentration of 10 mg/ml was prepare by dissolving in distilled 
water. Finally, the bovine serum albumin (BSA) at concentration of 25 mg/ml was 
prepared by dissolving the BSA powder (Bomei, Taiwan) in PBS solution. The BSA 
concentration was chosen based on the total protein concentration of human synovial 
fluid, ranging from 15 to 50 mg/ml [11]. 
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Fig. 2. PBS and BSA lubricants were used for the experiments. 

2.3 Macroscale frictional measurements 

A custom pin-on-disc friction-measuring device (Fig. 3) was designed to measure the 
macroscale coefficient of friction between CoCrMo-on-UHMWPE under without 
lubricant condition and under lubrication of BSA 25 mg/ml. The normal loads (FN) 
were varied in two values of 4 N and 16 N at sliding velocity of 28 mm/s. The sliding 
velocity was chosen based on the movement velocity of human hip joint ranging from 
0 mm/s to 50 mm/s [6]. During the measurements, the voltage signal of frictional force 
was measured by loadcell and it was then converted to the frictional force (FFMS) value. 
The coefficient of friction (µ) between CoCrMo pin and UHMWPE disc is calculated 
by dividing the frictional force to the normal load. The mean values of µ were taken in 
3600 s. The experimental parameters were summarized in Table 1. 

 
Fig. 3. A custom pin-on-disc friction-measuring device was designed for the experiments. 
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─  

─ Table 11. Parameters were used for the experiments. 

Experimental parameters   Values 
Time (t)  3600 s 
Sliding velocity (v)  28 mm/s 
Normal load (FN)  4 N and 16 N 
Surface roughness of CoCrMo pin (Ra)  0.25 ± 0.05 µm 
Surface roughness of UHMWPE disc (Ra)  0.25 ± 0.05 µm and 2.5 ± 0.5 µm 

─ Table 2. Mean ± standard deviation values of µ between CoCrMo-on-UHMWPE surfaces 
measured during 3600 s. 

Experimental conditions  Coefficient of friction ± standard deviation 
  p value 

Ra = 0.25 ± 0.05 µm Ra = 2.5 ± 0.5 µm 
Without lubricant, FN = 4 N 0.028 ± 0.007 0.071 ± 0.005   < 0.0001 

Without lubricant, FN = 16 N 0.057 ± 0.009 0.079 ± 0.004   < 0.0001 

BSA 25 mg/ml, FN = 4 N 0.017 ± 0.005 0.053 ± 0.008   < 0.0001 

BSA 25 mg/ml, FN = 16 N 0.051 ± 0.010 0.069 ± 0.007   < 0.0001 

2.4 Statistical analyses 

A one–way analysis of variance (ANOVA) was used to detect the significant 
differences in coefficient of friction of the CoCrMo-on-UHMWPE bearing between 
different UHMWPE surface roughness, lubricants and normal loads with p < 0.05 
considered significant.  

3 Results and discussion 

The current study reports the effect of the surface roughness, lubricant and normal load 
on the coefficient of friction of the CoCrMo-on-UHMWPE bearing. The variations of 
the coefficient of friction (µ) during the measuring time of 3600 s were showed in Fig. 
4, indicating that the µ increases with the increase of the UHMWPE surface roughness 
(Ra) as well as with the increase of the normal loads (FN). Lubricant of BSA with the 
concentration of 25 mg/ml improves the lubricating ability of the CoCrMo-on-
UHMWPE bearing due to the adsorption of BSA molecules on the bearing surface. The 
mean ± standard deviation values of µ were summarized in Table 2. The one–way 
ANOVA revealed that there were statistically significant differences in µ of the 
CoCrMo-on-UHMWPE bearing between UHMWPE surface roughness of 2.5 ± 0.5 µm 
and 0.25 ± 0.05 µm (p < 0.0001). Similarly, there were statistically significant 
differences in µ between the normal load of 4 N and 16 N as well as between without 
lubricant and lubrication with BSA 25 mg/ml (p < 0.0001) (Fig. 5). The µ values 
measured with BSA 25 mg/ml ranging from 0.017 ± 0.005 to 0.069 ± 0.007 and 
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measured without lubricant ranging from 0.028 ± 0.007 to 0.079 ± 0.004 are consistent 
with those reported in the literature [1-2, 6]. The dependences of the frictional response 
of the CoCrMo-on-UHMWPE bearing on BSA and normal load are also consistent with 
previous friction study [6, 8, 10].  
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Fig. 4. Variation of coefficient of friction between CoCrMo-on-UHMWPE surfaces during the 
measurement time of 3600 s.  

 

Fig. 5. Mean µ values of CoCrMo-on-UHMWPE bearing measured in BSA 25 mg/ml and with 
different values of UHMWPE surface roughness and of normal loads (: p < 0.0001). 

4 Conclusions 

The main result of the study is that the frictional response of the CoCrMo-on-
UHMWPE bearing depends on the surface roughness, lubricant and normal load. The 
coefficient of friction increased with the increase of the UHMWPE surface roughness. 
BSA 25 mg/ml improved the lubricating ability of the CoCrMo-on-UHMWPE bearing 
and the increase of the normal load led to the decrease of the frictional response of the 
CoCrMo-on-UHMWPE bearing. 
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Abstract. Transmissible spongiform encephalopathies (TSEs) or prion diseases 
are fatal neurodegenerative disorders caused by a change in conformation of the 
prion protein from the normal cellular form (PrPC) to a misfolded form (PrPSc). 
Prion diseases have been widely studied, but despite many great leaps in our 
knowledge many gaps in our knowledge are still unknown, especially in prion 
conformational conversion mechanism. In this work, we perform an amino acid 
scan at histidine (H)95, a key regulator residue within proposed prion conversion 
of the fifth copper-binding site. We created a series of mutant PrP by replacing 
H95 with every other common amino acid and compared the prion conversion 
propensity by ScN2a assay. The results are remarkable with the residues with 
electrically-charged side chains (H95D, H95E, H95K and H95R) decreasing 
prion conversion by about 50-75%, compared to wild-type (wt) PrP. We next 
analyze the localization, trafficking and biochemical features of PrP H95E, the 
most promising mutant for reducing conversion, in N2aPrP−/− cells stably 
transfected with the mutant PrP. The only difference observed was relative to the 
endosomal recycling compartments, with mutant PrP H95E showing less co-
localization compared to WT PrP. This is in agreement with other work that links 
the endosomal recycling compartments with prion conversion. We conclude that 
the replacement of PrP H95 with electrically charged side chains decreases the 
prion conversion propensity, and this is likely due to reduced co-localization with 
the endosomal recycling compartments. 
Keywords: Prion, Transmissible Spongiform Encephalopathies, Copper binding 
site. 

1 Introduction 

Prion diseases in human and animals are a group of fatal neurodegenerative diseases 
that are also referred to as transmissible spongiform encephalopathies (TSEs). They 
have a common feature in aberrant metabolism of the prion protein (PrP) [1]. During 
the pathogenesis of these diseases, the cellular isoform of the prion protein (PrPC) 
adopts a pathogenic conformation denoted as prion (PrPSc), which accumulates in cells 
and causes the disease. Although there have been numerous studies, the mechanism of 
prion conversion and replication remains elusive.  
Most point mutations linked to inherited prion diseases are clustered in the C-terminal 
globular domain of PrP. These mutations may affect secondary structure elements and 
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structure flexibility of the globular domain [2, 3] and also accelerate the misfolding 
process in vitro [4]. Several structural studies on this globular domain proposed a role 
of the β2-α2 loop as dynamic “switch” that is able to modulate the PrPC-PrPSc 
conversion [5, 6]. Interestingly, some point mutations are located in the unstructured 
N-terminal domain. These mutations cause the disease without affecting the kinetics of 
fibril formation in vitro [7]. Moreover, there is little evidence for a direct molecular 
effect of the mutations in the N-terminus on the globular structure of PrPC [3]. This 
suggests that N-terminal mutations might affect to the PrPSc formation in different way, 
indicating the potential critical impact of the N-terminal domain on prion conversion.  
The N-terminal domain of PrP has been shown to have high affinity binding to copper 
ions [8], with four copper binding sites at octapeptide region (OR) and the fifth copper 
binding site at non-octapeptide region (non-OR). The fifth copper binding site locates 
in the protease-resistant core of PrPSc and is adjacent to the hydrophobic region that 
contained the palindromic motif sequence AGAAAAGA involving in structural 
changes during the early stage of prion conversion [9]. In our previous study, we 
showed that this copper binding site has a critical role in prion conversion and the 
substitute histidine by tyrosine at H95 promoted prion conversion in ScN2a cells [10]. 
Here, to further investigate the role of the fifth copper-binding site, we performed an 
amino acid scan at H95, replacing histidine with every other amino acid. By using 
ScN2a assay, we found that the substitution of histidine by charged amino acid at H95 
showed a negative influence on prion formation. 

2 Results 

2.1 H95 substituted with amino acids containing charged side chains reduces prion 
conversion in vitro 

To investigate the effect of H95 on prion conversion, we completed an amino acid scan 
of H95, replacing the histidine with other amino acid and measuring the prion 
conversion propensity by prion conversion assay. We transiently transfected ScN2a 
cells with our PrP constructs, collected the cell lysates 72 hours later and analyzed by 
PK digestion and immunoblot. The 3F4 tag, a human-specific epitope, was added to all 
constructs to discriminate between endogenous and transfected PrP. 

The results showed that there are marked changes in the prion conversion propensity 
among the constructs. When H95 was substituted with neutral or small amino acids (A, 
G, C, S, T, N, Q, P), the PrPSc levels were comparable to WT PrP. However, when H95 
was replaced by hydrophobic amino acids (F, Y, L, M, V, W, I), the PrPSc levels were 
dramatically increased. On the other extreme, substitutions with the charged amino acid 
residues (D, E, K, R) had a low rate of PrPSc conversion, about 50-75% when compared 
to WT PrP. This suggested that substitutions H95 by charge amino acids somehow 
dissuade prion conversion. For further studies of this inhibitory effect, we chose to 
focus the PrP mutation with the lowest prion conversion propensity: H95E. 
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Fig. 52. Effect of amino acid substitutions at H95 on prion conversion 

2.2 PrP H95E shares similar biochemical properties with wild-type PrP 

To study the biochemical features of the H95E mutant, we employed the mouse 
neuroblastoma cell line in which the PrP gene was knocked out. We created two stable 
cell lines: WT PrP N2aPrP−/− and PrP H95E N2aPrP−/−. In these cell lines, WT PrP or 
PrP H95E was reintroduced to N2aPrP−/− cells, therefore without the need of epitope 
tagging. First, we analyzed the glycosylation patterns of these PrP constructs. The 
Western blotting result showed that PrP H95E and WT PrP all share the same 
glycosylation patterns (Fig. 2B, untreated lanes), migrating with the classical three 
bands composed of the diglycosylated, monoglycosylated and unglycosylated PrP.  

To monitor physiological processing of the posttranslational modification of PrP H95E 
and WT PrP, we treated cell lysates to Endo H or PNGase F digestion. Endo H is a 
highly specific endoglycosidase, which cleaves asparagine-linked mannose-rich 
oligosaccharides, but not highly processed complex oligosaccharides from 
glycoproteins. Therefore, Endo H is used to monitor posttranslational modification in 
the Golgi apparatus. Because glycoproteins acquire Endo H resistance upon transport 
to the Golgi compartments, Endo H sensitivity is considered a sign of protein 
immaturity [11]. Meanwhile, PNGase F is able to remove N-glycans and used to detect 
glycoproteins. We found that both PrP H95E and WT PrP were resistant to Endo H 
digestion and showed no differences between them (Fig. 2A). Also, treatment with 
PNGase F in all cases resulted in only two bands, the unglycosylated full-length PrP 
(FL) and the C1 fragment of PrP (C1), with bands with higher molecular weight (35-45 
kDa) corresponding to mono and diglycosylated PrPC undetected. Taken together, these 
data suggested that PrP H95E were successfully processed through ER and Golgi 
compartments during their maturation. Also, PNGase F assay showed there were no 
statistically significant differences of the proportions of C1:FL between the cell lines 
(Fig. 2C). These results indicate that the substitution of histidine by glutamic acid at 
H95 did not affect the proteolytic processing of PrP.   
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Fig. 53. Biochemical properties of WT PrP and PrP H95E. (A) Cell lysates was treated 
or untreated with Endo H or (B) PNGase F. The full-length PrP (FL) and C1 fragment 
(C1) are indicated. PrPs were detected by anti-PrP W226 antibody and β-actin was used 
as an internal loading control. (C) Quantitative analysis of the ratio of C1:FL after 
PNGase F digestion. 

2.3 PrP H95E displays altered localization pattern in recycling endosomes 

Because the subcellular and trafficking of PrP may have an impact on prion formation, 
we next analyzed the localization pattern of PrP H95E. Compared to WT PrP, PrP H95E 
showed similar PrP distribution with predominantly localization at the cell surface. 
These cell lines WT PrP N2a PrP−/− and PrP H95E N2a PrP−/− also shared the same co-
localization patterns with several organelle markers, except for the endosomal recycling 
compartment marker. WT PrP exhibited clearly co-localization with Tfn, a marker of 
recycling endosomes. In contrast, cells expressing the PrP H95E showed that only a 
very small proportion of PrP co-localized with Tfn.  

Endosomal compartments have been known as acidic compartments [12]. This acidic 
pH has been suggested as a critical condition for changes in PrP conformation [13]. 
Previous studies have shown that the transition of PrP from its native state to soluble 
oligomers is a pH-dependent process [14] and the acidic condition is favor for the 
existence of soluble PrP oligomers [15]. Additionally, various studies demonstrated that 
PrPSc is detected throughout endosomal compartments, being particularly abundant in 
recycling endosome and the endosomal recycling compartment was identified as the 
likely site of prion conversion [16]. Therefore, the lesser accumulation of H95E in 
recycling endosomes, a proposed suitable environment for PrPSc formation, might be 
an appropriate explanation for inhibitory effect on prion conversion of PrP constructs 
with charged amino acid at the fifth copper-binding site. 
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Fig. 54. PrP localization in WT PrP N2a PrP−/− and PrP H95E N2a PrP −/−. PrPs were detected 
by anti-PrP W226 antibody (green), nuclei were labeled with DAPI (blue) and organelle markers 
were labeled in red: Calnexin (ER marker), EEA1 (early endosome marker), Tfn (endosomal 
recycling compartment marker), M6PR (late endosome marker) and LAMP1 (lysosome marker). 
Insets show a magnification of the merged panels from white boxed areas. Scale bar: 10 μm. 

3 Conclusions 

By performing amino acid scanning at fifth copper-binding site H95, we found that the 
substitution of histidine by charged amino acids results in the decline of prion 
conversion propensity. Among these substitutions, mutant PrP H95E showed the 
highest inhibitory effect on PrPC-PrPSc conversion process. Based on our data, this 
inhibitory effect relates to the co-localization of PrP with the endosomal recycling 
compartment, and the degree of PrP accumulation in recycling endosomes seems to be 
directly correlated with prion conversion. 
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Abstract. Seismocardiogram (SCG) is a cardio-mechanical signal generated 
by the heart activities. The waveform is obtained by placing an accelerometer 
on the chest. This work proposes a low complex algorithm to identify the 
systolic and diastolic regions of the SCG in real time without referencing to the 
ECG as in the traditional methods. The technique uses the slope, an 
interpolation threshold, and systolic interval constraint to identify the regions. 
The method has an average detection error rate of 2.3% for systolic and 7.3% 
for diastolic on the eight testing subjects. The average processing time is 
83.5ms for one-minute of data which can be implemented in real-time wearable 
devices.  
Keywords: Seismocardiogram, Analysis, Interpolation, Systole, Diastole. 

1 Introduction 

Seismocardiogram (SCG) is obtained from the vibrations picked up by an accelerometer 
attached to the chest. The waveform contains cardiac activities and their timing. Readers 
can find the timing relationship between the ECG’s components and the SCG’s events 
in [1]. The events happening in the heart are identified on the SCG waveform by collating 
the manual annotation of the echocardiogram with SCG signal peaks. As shown in [2], 
the QRS complex corresponds to the valve operations and status of the heart during the 
systole period. The diastolic phase relates to the aortic and mitral valves movements for 
refilling. As long as the systolic and diastolic regions are correctly recognized, the events 
in the SCG waveform can be identified. In the past, ECG is collecting at the same time 
with the SCG and is used as a reference for the region identification [2,3,4]. A recent 
study detected the regions without the referenced ECG but the technique is complicated 
due to the use of wavelet transform [5]. In this work, we use the total acceleration of a 
tri-axial accelerometer to automatically locate systolic and diastolic zones without the 
aide of the ECG.  

2 Methodology 

mailto:loc.luu@usask.ca
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For Data collection and testing subjects, a wireless data acquisition system was used to 
collect the data. Two non-contact ECG sensors - PS25451 (Plessey Semiconductor) were 
attached horizontally on the subject’s chest to capture the modified Lead I ECG for 
ground truth checking. The SCG sensor is a tri-axis accelerometer with a range of ±2 
gravity. The signals from the sensors were amplified and bandpass filtered (5-50 Hz) 
using op-amp. The DAQ was designed to simultaneously collect 8 channels at 16-bit 
resolution and 1 kHz sampling rate. All data were sent wirelessly to Matlab in a laptop 
for saving and processing. The SCG and ECG were simultaneously recorded. The 
experimental procedures involving human subjects were approved by the University of 
Saskatchewan Research Ethics Board. The tests were on eight volunteers who have no 
previous record relating to heart diseases: age 32.1±4.5 years, weight 78.2±12.7 kg and 
height 171.1± 7.5cm. The accelerometer was placed at the sternum and each subject 
performed one minute stationary, one minute walking on a treadmill with a speed around 
5 km/h, and one minute running with a speed approximately 8 km/h. Figure 1 illustrates 
the processing steps of the detection. For Data pre-processing, as the tri-axial sensor 
provides acceleration in three different planes, the total acceleration represents the 3D 
SCG (which is different from the z-axis only waveform as in other previous studies). 
The Total acceleration (TOTAL_ACC) was calculated from all the three axes data using 
Equation (1). Because the accelerometer is powered at 3.3V, the zero acceleration point 
is at the center (1.65V) for an equivalent of 1650 in the ADC data. 

TOTAL_ACC = √(𝑥 − 1650)2 + (𝑦 − 1650)2 + (𝑧 − 1650)2        (1)  

     

   
Fig. 1. Top: System and algorithm overview. Bottom: Pre-processing steps: (a) 5-15Hz Filtered 
ECG as reference, (b) Total acceleration of the SCG, (c) Bandpass filtered SCG, (d) Absolute, 
(e) Low-pass filtered signal (SCG energy signal) with maxima (red circles) 

The Bandpass filter was designed to have an effective frequency range from 20 to 50Hz. 
This was based on experimental data with signal and noise analysis in addition to the 
noise frequencies determined from [6,7]. For Absolute finding, the filtered 
TOTAL_ACC contains high frequency components and distributed mostly in the 
systolic and diastolic regions. To concentrate all energy of those zones in positive 
domain, the filtered TOTAL_ACC is taken absolute. The Low-pass filter was designed 
based on the constraints of the heart beat per minute and the systolic and diastolic ratio 

DAQ Detection Pre-processing 

1. ECG 

2. x-axis 

3. y-axis 

1. TOTAL_ACC 

2. Bandpass (20-50 Hz) 

4. Absolute 

Interpolation 

1. Interpolate peaks 

2. Detect systoles 
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(S:D) of less than 1.2 claimed in [8]. The FIR low-pass filter was designed by Matlab 
with configurations of 330 orders, 6dB cut-off frequency at 6.7Hz, 60dB of stopband 
attenuation, and 1dB of passband ripple. The signal is also applied zero-phase filtering 
to maintain the timing. For Detection, the process includes interpolation, find minima, 
and detection of systole and diastole. The SCG signal has a maxima pattern very close 
to a sinewave as indicated in Figure 1. Then, interpolation of maxima is taken to obtain 
the sine wave pattern. The sample points of interpolation are the maxima of the SCG 
energy signal, and the coordinates of the query points are the coordinates of the signal. 
The method to interpolate is spline. All minimum peaks of interpolation waveform are 
detected using a custom function with condition: 

y(nT - T) > y(nT) < y(nT + T)     for minimum at y(nT)   
 (2)  

It was also found that between two minima, there contains one systole which has the 
highest amplitude among maxima. All the maxima which reside in the range between 
two minima of interpolation waveform are searched. The largest amplitude peak is 
marked as systole. The next high level amplitude is ticked as diastole. Figure 2 
illustrates the interpolation algorithm with the blue line is the interpolation waveform. 
 

             

                            
Fig. 2. Detection using interpolation. (a) Detection at the 3rd second. (b)  Detection at the 4th 
second. (i) ECG, (ii) Searching intervals (red=systoles, blue=diastole), detected events and 
processing buffer (cyan rectangle) in 8-second window view. (iii) Detected events in processing 
buffer. (iv) Detected phases using interpolation (Red diamonds=systolic phases, Blue 
triangles=diastolic phases, Green=SCG energy signal, Red and black circles= maxima and 
minima of SCG energy signal, Stars=minima of the interpolation). 

3 Results and Discussion 

The location of each systole or diastole of automatic detection method and search 
backward and forward within an interval (70ms) called tolerance provides the error rate. 
If there is one manual annotated systole or diastole inside that range, that detected systole 
or diastole will be marked as correct; otherwise, it is marked as a fault. To calculate the 
missing rate, we base on the location of each systole or diastole of manual annotation 

* * 
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and look backward and forward within the same tolerant interval. The total of missing 
count was compared with the total manual annotated systoles or diastoles to obtain the 
missing rate. The calculation time is also measured to estimate the performance. Table 
1 shows the results of eight subjects including the error rate and the missing rate. The 
average shows the mean error and missing rates is under 3% for systolic detection and 
5% for diastolic detection. The error and missing rate of diastolic detection are higher 
than systolic detection. The algorithm has an excellent result on subject 1. Subject 8 is a 
special case who has very weak diastolic signal, so it causes the high error and missing 
rate of the diastolic detection. The average calculation time of the interpolation algorithm 
is 83 miliseconds. Because the method is not too complicated, it can be implemented in 
real-time applications.  

4 Conclusions 

The method uses total acceleration of the SCG signal to detect the systolic and diastolic 
regions based on the detection of aortic valve open and mitral valve open peaks. 
Because both peaks have stiff slope and high amplitude, they can be located by finding 
the peaks of the SCG energy signal. The recognition of the systole and diastole 
algorithm is based on the interpolation and the systolic interval constraint. To improve 
the overall performance, an adaptive systolic interval should be used instead of a fixed 
interval. A regression line between the heart rate and the systolic interval should be 
determined. Cut-off frequency of the low-pass filter should also be adaptive to the heart 
rate to maximize accuracy. From the regression line, one can also divide the heart rate 
into small ranges, then each range has a different cut-off frequency.  

─ Table 12. Error and missing rate on 8 subjects (subject #8 has very low diastolic signal). 

Subjects 

Manual Interpolation 

Heart rate S:D ratio Total 
Sys. 

Total 
Dias. 

Systole (%) Diastole (%) 

Error Miss Error Miss 

1 78.7±2.7 0.50±0.06 84 84 0 1.2 0 1.2 
2 88.7±3.8 0.55±0.09 90 90 1.1 3.3 4.4 8.8 
3 75.2±2.9 0.57±0.09 76 77 0 1.3 0 2.6 
4 98.9±4.3 0.65±0.10 100 100 0 1 5 6 
5 76.4±4.3 0.55±0.04 80 79 5 7.5 5 6.3 
6 79.7±2.3 0.67±0.10 84 84 4.7 7.1 7.1 9.5 
7 70.6±4.5 0.53±0.12 72 73 5.5 0 6.8 2.7 
8 102.0±3.2 0.72±0.11 105 106 1.9 4.7 30.1 33.9 
Ave (w/o #8) 83.77 0.59 76.8 77.0 2.3 3.1 4.0 5.0 
σ (w/o #8) 11.52 0.07 11.4 11.4 2.6 3.1 2.9 2.9 
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Abstract. Computational anatomy refers to the study field of anatomical 
geometry and the visible scale of the form and structure of organisms. It greatly 
benefits cardiac experts by exposing the visual structure of the heart: by 
modelling internal organ in its three-dimension image, general conclusions can 
be drawn from observing its shape, taking its measurements, calculating its 
volume, and so on. This method has minimized the time taken as well as the cost 
needed to diagnose accurately. The goal of this paper is to create a software which 
allows to construct a 3D cardiac image from patient’s CT scan or MRI. Through 
this model, several data can be extracted and used to make the first-stage 
deduction whether the heart is in its healthy state. The state is determined by 
applying computer graphics and data analysis methods for modelling and 
computing. 
Keywords: Cardiac diagnosis through images, 3D model from CT scans, 
application of computational anatomy, healthy heart features, common properties 
of a normal heart. 

1 Introduction 

Located at the center of the chest, the heart possesses various significant functions 
essential for a healthy, living body as its malfunction can create critical, even lethal, 
effects. As an organ, the heart is also vulnerable to ailments as well as maladies. 
According to World Health Organization (WHO), nearly one-third of all deaths 
worldwide is caused by cardiovascular disease (CVD), which includes cardiac 
malfunction or structure disorder such as stroke, cardiovascular disease, cardiac valve 
disease, peripheral artery disease, etc. A recent report [1] from the American Heart 
Association in 2017 about heart disease and stroke statistics claims that approximately 
800,000 strokes take place in the United States yearly. This apparently means nearly 
every four minutes pass, a person in America dies of a stroke. Globally, stroke becomes 
the second-leading cause of death after ischemic heart disease. 

Nonetheless, 90% of CVD is curable if early detection and timely medication are 
applied. Since the invention of CT scan, research, diagnosis, and treatment of heart 
diseases have achieved numerous significant results. CT scan images (DICOM images) 
provide physicians a better view of the internal parts of a human body, thus allowing 
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them the means to analyse the organs in a more effective and accurate way. To further 
improve the analysis results, rendering a 3D image is necessary. 

This work aims to apply computational methods into visualizing the 3D anatomy of 
the heart and estimating a number of cardiac data for further determination its 
healthiness by a professional. The entire process in this report consists of three parts. 

First, a number of healthy heart CT scan data are collected and thoroughly analysed. 
Average values of those sample data are calculated and few of cardiac properties are 
chosen. One of the easiest calculable properties to state a heart healthy is its volume. 
Another essential characteristic of the heart can include the roughness index of its 
surface. The ratio of the inner part of heart should also be mentioned. While there are 
other criteria to define a well-functioned heart, this paper focuses on presenting those 
three features: the volume, the surface roughness and the ratio. 

Second, based on these mean values from sample data, a ‘model’ heart is displayed 
in 3D. To construct this three-dimensional image of the heart, these following steps 
must be carried out respectively: Extract part of CT image, which contains cardiac data 
-> Use Hysteresis threshold to set the chosen parts to binary value -> Extract all blobs 
from segmented data (Connected-component labelling) -> Find and fill the maxima 
blob and delete other smaller ones -> Render 3D model. 

Third, the CT cardiac scan images from a patient are read. Similar processes are 
applied on this set of data, as the crucial values (volume, surface roughness index, ratio, 
etc.) are measured and compared with its sample counterpart to conclude its healthiness. 
To give out a vividly visual view, a 3D image of this heart is also produced and 
displayed along with the ‘model’ ones. 

Criteria of a healthy heart depends on many biology factors. Therefore, a ‘model’ 
heart with its standard features should only be applied to a determined group of people 
who bear similar physical traits. In this paper, due to lack of access to authentic cardiac 
CT data, only one set of data (188 slices) is used to present the final results. 
Nevertheless, it is believed that the theoretical conclusion should be accurately reached 
if sufficient data are gathered. 

2 Algorithms 

2.1 Three dimensions-model of the heart 

Normally, CT images that contain data of the heart are the scans of the chest. To be 
more exact, it is located in the central part of each slice, surrounded by other organs 
such as ribs and lungs. Distinguishing one organ from the others is possible due to the 
principle that intensity values are usually similar for each organ but different from their 
neighbour ones. Primary segmentation is still required, however, since it allows for 
extracting useful data from the whole slice without mixing with other parts having same 
intensity values. By manually selecting the necessary area on the slice that shows the 
largest data, the same operation can be practiced on the rest of the CT set. 

The second step of image analysing process strengthens the boundary differences 
through the threshold. CT scan images are grey-level, thus the threshold can convert 
them into binary by setting all pixels whose intensity value are above a certain degree 
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to ‘one’ (or ‘zero’) and the rest to ‘zero’ (or ‘one’). To give out clearer results, multiple 
thresholds are used. In this report, Hysteresis Threshold is applied: 

Determine 2 thresholds Tlow and Thigh. 
For all pixels whose value T is between Tlow and Thigh, set T to 1. 
For all pixels whose value T is lower than Tlow or higher than Thigh, set T to 0 

Different thresholds being chosen lead to diverse binary images. Therefore, appropriate 
parameters should only be reached after various attempts. 

Thirdly, extracting blobs [2] is conducted. A blob is defined as a part of the image 
whose certain properties are constant or nearly constant. All pixels in one blob are 
considered as the same organ. There are many methods for extracting blob, labelling 
connected-component (Two-pass) is utilized in this work since the previous step has 
made the data into ‘0’ and’1’. From relevant input data, a graph is constructed which 
contains vertices (store information required by the comparison heuristic) and 
connecting edges (inform about connected ‘neighbor’). The algorithm scans the whole 
graph through each pixel respectively and labels the vertices based on their neighbour's 
connectivity and relative values. 

The next step is to delete the unwanted blobs to retain precisely only the data needed. 
This is the last step to exclude any other information on CT slice. Calculating every 
blob’s pixel number and comparing them is the fastest way to determine the most 
significant ones. Then the smaller blobs are omitted, as the largest one’s inner part is 
filled. The output of this step is a set of binary images, in which each slice contains only 
a single blob illustrated parts of the heart. 

Finally, 3D model is constructed by a lot of polygons through the Marching Cubes 
technique [3], which aims to generate an iso-surface (contour). The Marching Cubes 
algorithm includes: 
1. A lookup table of iso-surface is prepared. 

Retrieve iso-surface boundary of every grid cube. 
Apply linear interpolation to calculate iso-surface vertex coordinates. 

2.2 Volume of the heart 

After image analysis process, the volume of the heart can be computed by simple 
mathematical calculation. Having known the length of gaps between CT slices, a unit 
cube can be determined with its precise parameters a x b x c. The description of this 
step consists of three minor actions: 
1. Measure a, b, c. 

Scan through slices to count the non-background pixels, store in a variable. 
Multiply the value of that variable with the volume of the determined unit cube. 

2.3 Surface roughness of the heart 

Digitalizing the characteristics of surface roughness [4] is the most effective method to 
compare and diagnose defects or tumours of the heart. Numerous parameters are 
defined and widely applied to characterize this property of the surface. They are listed 
in BS EN ISO 4287:2000 British standard, which is based on the mean line (the average 
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height of a surface) system. Three of the most common ones is the arithmetic average 
of absolute values, the root-mean-squared and the peak-to-valley values. 
1. The arithmetic average of absolute value: 

 𝑅𝑎 =
1

𝑛
∑ |𝑦𝑖|
𝑛
𝑖=1  (15) 

where yi is the distance from the mean line running across the measurement i, and n 
describe the number of measurements. 

The root mean squared: 

 𝑅𝑅𝑀𝑆 = √
1

𝑛
∑ 𝑦𝑖

2𝑛
𝑖=1  (2) 

The peak-to-valley values: 
 𝑅𝑧𝑑 =

1

𝑛
∑ (𝑅𝑝𝑖 − 𝑅𝑣𝑖)
𝑛
𝑖=1  (3) 

where Rpi and Rvi are the maximal distance from the mean line toward directions of 
up and down relatively for each of n number of measurements. 

2.4 The ratio of a healthy heart 

Among various ratio to judge the healthiness of the heart, diameter ratio [5] and side 
ratio [6] comes primarily. Based on these numbers, cardiac examiners can confidently 
diagnose many cases of abnormality such as boot-shaped heart, egg-on-side 
appearance, snowman appearance, triangular heart, cascade right heart border, and 
water-bottle appearance. Therefore, patients can receive timely treatment as the 
diseases are still in its developing stages. 

 
Fig. 55. Front view of heart [5] (Left) and Side view of heart from left side [6] (Right) 

By comparing the horizontal diameter of the heart with the horizontal diameter of the 
thoracic cage seen on the frontal of the model constructed from CT images, the 
approximate value of diameter ratio can be estimated. If this value is less than 50%, the 
conclusion of ‘normal’ can be drawn. Side ratio is taken from the side view of the heart. 
This number is the comparison of AB and AC. As illustrated in the Fig.1, AB is the 
largest distance traversed through the organ and AC is the straight line extended from 
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AB to the end of the spinal cord (point C). According to [6], any value of this ratio 
remains less than 42% is acceptable as ‘normal’. 

3 Result  

In the result table (Fig.2), four features of the patient’s heart are computed and shown 
respectively, along with the preset standard values. The first two features (volume and 
surface roughness) are calculated based on the 3D model, which indicates that their 
errors are corresponded to and accumulated from every step of the image processing 
method. Among those steps, choosing threshold levels is significantly contributed to 
the loss of data. The choice of threshold levels is highly dependent on the quality of 
input data. It is well-known that different scanners produce varying image qualities, and 
each set of data has its own optimal threshold levels. Thus, the practical performance 
of thresholding algorithms such as Adaptive thresholding and Otsu thresholding is 
inferior to that of the manual technique of choosing threshold levels. This manual 
technique shows its domination in the case of processing multiple sets of data that are 
collected from different scanners. Most of the lost data points are then interpolated by 
filling the image holes and using the gaussian filter technique. The accuracy in image 
processing can be thoroughly determined by comparing the cross-sectional area of the 
extracted image with that of the original image. The other two features (diameter ratio 
and side ratio) have smaller error range as they are determined directly from the CT 
scan images without any relates to the image processing method. Their precision solely 
depends on the user’s measurement and usually has tolerable error. 

 
Fig. 2. Final diagnosis results 

The final 3D model can be displayed in both rigid form and polygon mesh form which 
gives the user a clear vision on the defects or tumors, by setting the standard heart model 
in rigid form and the diagnosing heart in the mesh form and displaying both at the same 
time. It can be seen from the model that the segmentation is at the acceptable level in 
the middle part. However, the upper part and the lower part still contain flaws such as 
the discontinued regions. These errors can be reduced in further research by applying 
other algorithms. 

4 Conclusions  

The primary diagnosis process of cardiac status through computational anatomy has 
been simulated in MATLAB. Results have shown that 3D model of hearts are 
successfully built and four features of healthiness are computed and analyzed. In theory, 
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a large amount of CT sets is used to determine healthy features of heart. In this work, 
due to the lack of available data, statistic results from medical research are used to 
define ‘normal’ instead. However, the display of a patient’s heart along with standard 
one is achievable by demonstrating the former in mesh form and the latter in rigid form 
(Fig.3). This technique can be applied to other organs as well. 

In further research, the quality of the 3D model can be improved by applying better 
image processing method. The number of features to prove the healthiness of heart can 
also increase to draw out more precise diagnosis. 

 
Fig. 3. Final 3D display (left) and Display model in polygon grid (right) 
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Abstract.  In this project, we implemented a pilot cyber medical system which 
consists of 100 devices to measure blood pressures and heart rate, and a core 
software to collect and manage obtained data. We developed a special 
Manufacturing and Quality Test System to test and control the device’s quality 
during their manufacturing. The final products were tested for precision and 
reliability against a mercury device and a simulator. We developed a core 
software based on the Cloud Telemedicine Information System. It runs on 
personal computer and/or smartphone to provide considerable utilities for 
physicians to monitor patient’s blood pressures online. The healthcare providers 
will take care of patients from distance and intervene immediately, if necessary. 
Each patient has his/her own website. This allows patients to get access to their 
measurement history and exchange messages with the doctors when needed. The 
healthcare providers have also their own website to monitor their patients. To 
protect the confidentiality all data were coded using Advanced Encryption 
Standard 128 bit. This cyber medical system was implemented in Binh Duong 
province (in Vietnam) to test its efficacy. To this end, 100 patients will use the 
device and another 100 will not use it (control group). Both groups will be 
monitored by the same healthcare providers. The obtained results will be 
compared using paired t-test. 
Keywords: Telemedicine, Blood Pressure, and Heart Rate. 

1 Introduction  

Diseases related to blood pressure such as hypertension and hypotension have become 
a great burden in either economy or sociality, they are also the leading cause of human 
death in the world. The World Health Organization (WHO) has recorded 7.5 million 
cases of death, which accounted 12.8% of the cases of total death in 2008[1]. In Viet 
Nam, there are more than 90 million people and a large part of them live in remote areas 
where the healthcare services are quite limited. According to official statistics from the 
Vietnam Cardiovascular National Institute the rate of high blood pressure among adult 
population increases rapidly from 1.5% in 1960 to more than 10% in 1970, 16% in 2000 
and 25% in 2012[2]. An important aspect is that most of them do not realize that they 
have high blood pressure.  
The reasons for this situation are lack of adequate healthcare establishments, lack of 
competent health care providers and lack of appropriate medical devices. Because high 
quality telecommunication covers the whole country, the aforementioned lacks would 
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not be so severe if there is a system that links together healthcare establishments, 
healthcare providers by means of appropriate medical devices. Therefore, we proposed 
to develop a cyber-physical system for healthcare for Binh Duong province(Vietnam) 
and this model can be expanded to other third world countries. 
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Fig. 56. The cyber medical system is performed in Binh Duong province 

The Fig. 1 illustrates the basic cyber medical system in Binh Duong province. In the 
first process, the patients use the tele-blood pressure devices to measure their blood 
pres-sure results, with the help of internet accessing of the device, this result will be 
sent and stored in a central server for long-term observation of patients and doctors in 
the second process. In cases of having any problem concerning with patient’s 
hypertension, the server system will automatically send an alert to the doctor who has 
responsibility to take care of that patient. This alarm process is displayed by means of 
laptop (process 3, 4) or smartphone (process 4, 6). Then, the doctor can recognize and 
give a soon diagnosis by using cell phone showed in process 7. Evidences show that 
effects of hypertension can be prevented by soon diagnosis, prognosis and proper 
treatment. Therefore, monitoring of patient’s blood pressure result is mandatory to 
eliminated diseases with respect to cardiovascular. 

2 Designing of The Cyber Medical Healthcare System 

2.1 Design and manufacture Tele-blood pressure device 

We design a Tele-Blood Pressure device with characteristics that fit in the environment 
of developing countries such as affordable, sturdy, fixable, durable, reliable, easy to 
use, and energy efficient. Because the device will be mass produced therefore its design 
will take into account the human factors, cost-effectiveness and local capacity of 
production. The diagram of hardware design is displayed in Fig. 2, the STM32 is chosen 
to design for microcontroller, with the aid of ARM cortex- M3 insight in MCU, this IC 
can calculate the algorithm of measuring blood pressure by oscillometric method. In 
addition, we designed analog filter circuits to remove noise signals from a cuff. 
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Fig. 57. Diagram of Tele-blood pressure device 

Specially, the Tele-blood pressure has three data connection: GPRS, WiFi, and USB. 
The result of blood pressure will be sent to a central server via wireless connection as 
GPRS or Wifi. The direct connection of USB is used for configuration of the device via 
particular software. And all information config is saved in ROM IC. In regarding to 
display indexes as Systolic, Diastolic, and Heart rate, the touch LCD with 320x240 
resolutions is used to show that results. This LCD is illustrated in Fig. 3 

 
Fig. 58. The LCD with 320x240 in Tele-Blood Pressure 

Implement of MQTS Tester for manufacturing. The production will follow the 
Manufacturing and Quality Test System (MQTS). We carry out the tester illustrated in 
Fig. 4 to manipulate factors of PCB main board manufactured by a factory for instances: 
cut frequency of analog filter block, LCD display, battery charger, and etc. To ensure 
the quality of the circuit and the accuracy of the specification, the final product will be 
applied for public using permission. As this is a standard non-invasive device, we 
foresee there will be no issue. 
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Fig. 59. Demonstrated the tester system is performed 

Calibration process of the blood pressure device. The product will be tested for 
accuracy and reliability following a standard test protocol e.g., European Society of 
Hypertension International Protocol, with the standard mercury sphygmomanometer.  
In addition, it is difficult to calibrate follow in this protocol; we have proposed the new 
procedure demonstrated in Fig. 5 for calibrating Tele-blood pressure device. 
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Fig. 60. The method of calibration between sphygmomanometer and our devices. 

In Fig. 5, the acoustic signal in cuff is recorded by analyzing software in PC. At the 
same time, we also acquire the pressure signal in sphygmomanometer. The results in 
the blood pressure device are compared to the result of calculating by Korotkoff sound 
in the audio signal on analyzing software. In terms of Simulator, we use FLUKE Pump2 
to calibrate the quality of the devices. We will apply standard tests to make our system 
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reliable and compatible with other systems and to be developed devices. It allows 
connecting to systems in developed countries to benefit their latest progress. 

2.2 Build a Cloud Telemedicine Information System – CTIS 

CTIS is a core of infrastructure platform capable of implementing Tele-healthcare 
applications for hospitals, doctors and patients. It includes: 
- CTIS Server: based on cloud computing, it allows the Tele-blood Pressure Device to 
measure blood pressure of patients at home or anywhere, connect and send results via 
the Internet. It also saves the results in a database system helping doctors to diagnose 
and treat patients from distance using HL7 international standard. This system is shown 
in Fig. 6. 
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Fig. 61. The data flow of blood pressure from patient to CTIS server and doctor  

 - Application software development: The software connects doctors and patients, and 
allows them to communicate together in real time. Each patient has a personal and 
protected website displaying results history in charts, patient and doctor information 
and communications, and patient medical history. Each doctor has his/her own website 
to manage the current state of patients for immediate intervention, if necessary. Patient 
records will be processed, protected, stored and retrieved. Efforts will be made to 
protect confidentiality and avoid hacking, errors and loss of data. We also developed 
software running on smartphone or tablet of Android/iOS with data transferring based 
on GPRS or Wifi technology. It will allow the doctors to access easily the internet to 
receive notifications of abnormal results from their patients for immediate intervention. 
The technology used in this system has become more and more accessible, popular and 
affordable. 
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2.3 Establish a network of patients in Binh Duong and healthcare providers in 
well-established hospitals to test the efficiency of the system 

This system will support diagnosing and monitoring and take care of hypertension 
patients remotely. So, our subjects are 100 patients suffering from cardiovascular 
disease at Binh Duong. In addition, the system will also connect doctors of Board of 
Health Care for Binh Duong Leader and outpatients in order to remote keep tracking. 
In difficult treatment cases, it allows that the doctor of the Binh Duong Hospital needed 
to hold a consultation or remote diagnosing from the central hospital  

Total of research time is 12 months, and randomized controlled clinical trial (RCT) 
method is used for estimate two groups pretest and posttest randomized experiment 
design. Therefore, this research is performed in 2 parts of 2 patient groups: 

- Part 1: before intervention, in 6 months, when the Telemedicine is developed, two 
patient groups will be kept track and treatment using traditional method at clinical 
rooms in order to estimate the condition of patients. 

- Part 2: in the next 6 months, the Tele-Health is already to implement in practice, 
the intervention group will be monitor by using the Tele-Blood Pressure Device while 
the other group is still used normal method of treatment.  

 The innovation of this project is application of new technologies in medical device 
design in order to increase their value in treatment and diagnose patients remotely, 
transferring the Technology to companies, and training of technical person. Regarding 
to statistics, all data of patient will be processed according to t-test model. 

 

3 Result of Experiment 

We designed Tele-Blood Pressure device with high compatibility to customers, because 
our purpose is that we will create industrial mold completely with small, comfortable, 
and reliable. In additional, PCBs of the device are optimized for mass production by 
using by using our MQTS Tester. We also develop firmware of blood pressure device 
suitable to our CTIS System. Consequently, we manufactured 100 Tele-Blood pressure 
devices uniformity quality successfully, and this device is shown in Fig. 7. 
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Fig. 62. The Tele-blood pressure after assembly successfully. 

In related to comparing with BP pump2 FLUKE Simulation, we use a random device 
of blood pressure to measure with the simulator. These results are displayed in Fig. 8. 

 
Fig. 63.   The errors when calibrating with FLUKE Pump2 Simulator 

Form results presented in Fig. 8, with a range from 80/40 mmHg (Systolic/Diastolic) to 
150/110 mmHg, we can see that if the pressure of systolic in the simulator is greater 
than 46 mmHg, the total errors of systolic and diastolic is smaller or equal than 2 
mmHg. This error is acceptable in manufacturing digital blood pressure devices. 
In terms of CTIS system, we developed amounts of software for tracking and 
monitoring the patients’ data of blood pressure. There are three main software systems: 
CTIS AppServer, CTIS AdminStation, and CTIS HISViewer. More importantly, the 
Graphic User Interface (GUI) and functions of aforementioned software programs 
adequate the requirements of initial design target. These GUIs are demonstrated in  Fig. 
9, Fig. 10, and Fig. 11. 
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Fig. 64.  A core system software of CTIS AppServer 

The admin software showed in Fig. 10 is used by Administrator, an account having the 
highest level control in the system. It can enable or disable any user account and 
accessing and monitoring all data in the system. 

 
Fig. 65.  A administrator software for CTIS system 

Bellowing the accounts of administrator and super moderator in the CTIS system, there 
are numbers of accounts of doctor and user-patient. Every doctor account is divided to 
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take care of patients by above accounts of admin and mod. The GUI of HISViewer is 
illustrated in Fig. 11. 

 
Fig. 66.   A HISViewer software for doctor in CTIS system. 

 
Fig. 67.    Illustrated HISViewer software for Apple devices 
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Because of developing of portable connected device, we also performed a software for 
iOS on Apple Device such as iPhone, iPad, and iPod in Fig. 12. This software is 
programmed in Swift language of Apple. Basically, this software is similar to PC 
software in Fig. 11. This software can monitor data for instances: systolic with red line, 
diastolic with blue line, and heart rate with green line. Indeed, it can run on iOS 
operating system, the convenient of the system is expanded considerably, because the 
doctor can use their phone to look after of the patient anywhere.  

The CTIS system can store the patient’s blood pressure from a distance, improve 
their health and save their time. Therefore, the long-term data storage can help the 
doctor pre-diagnosis the patient’s problem by the soon alert in the health indicators sent 
from the device. The system also helps doctors share experience of treatment methods, 
the use of medicine with each other. 

4 Conclusions 

In this paper, we developed a cyber-medical system which is telemedicine system for 
Binh Duong province for pilot research. If it success, this model can be extended to 
third world country to eliminate some health care problems. Basically, this system 
contains implementing hardware of Tele-blood pressure devices, developing of 
software programs for CTIS system, and establishing a network between patients and 
healthcare providers. As a result, with the aid of designing MQTS Tester, we measured 
a number of factor related to quality of PCB board, and manufactured 100 blood 
pressure devices with uniformity quality successfully. With respect to calibration, we 
use two methods: the first one is calibration with BP pump2 FLUKE Simulator, and the 
other is checked by comparison with a standard of blood pressure, a 
sphygmomanometer. In implement of CTIS system, we developed a huge numbers of 
software programs on many infrastructures for instances: computer, Apple devices, and 
etc. Concerning with establishing the network to test performance of our system, we 
will divide two groups of patients: traditional group and controlled group. All data of 
these groups will analyze by using t-test model in statistic. 
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Abstract. Nowadays, Researching in the electrospinning field has expanded 
significantly because electrospinning can create nanofiber scaffolds for the 
flourish of tissue engineering. The scaffold is essential a platform that supports 
the migration, proliferation of cells and formation of tissues for wound healing 
applications. Therefore, the developing of electrospinning is also mandatory for 
spreading of tissue engineering field at Vietnam. In electrospinning machines, 
the main components include a high voltage DC source, a syringe pump and a 
grounded collector. In this study, we designed a low-cost high voltage power for 
electrospinning process by using a Zero Cross Voltage Switching (ZVS) driver 
circuit and a flyback transformer. As a result, the power worked effectively and 
stably as well as we expected. To prove its advantage quality, we do an 
experiment and investigation to examining the high voltage in an electrospinning 
system; we found out a set of parameters in our conditions that give a good 
membrane of structure morphology at 15% (w/v) PCL, 1ml/h, 17KVDC, and 20 
cm in distance between needle tip and collector. 
Keywords: High voltage power supply, electrospinning, and flyback 
transformer. 

1 Introduction  

Because the material on the nano-size has a great deal of potential in huge applications 
such as biology, engineering disciplines and space applications, the scientists are 
interested in researching and developing nanotechnology [1]. One of the more popular 
processes to create nanofibers, a form of nanotechnology, is through electrospinning. 
Electrospinning is used to create nanofibers by means of application of a very high 
electric field [2]. The nanofibers of electrospinning have an essential role because of 
the similarities of the properties of the extracellular matrix within tissue human[1]. 

1.1 Some methods to treat wound healing 
For the treatment of skin lesions, there are some methods to be studied extensively, 
such as the application of “auto-grafts”, a method of implantation of the patient’s own 
tissue on their wound; or  “allograft”, implanting the raw tissue of the donor on the 
wound of the patient. Although these methods have solved most of the problems 
concerning with skin lesions, the results of autografts are costly, painful, limited by 
surgical tasking, and localized tissue grafts. The treatments can result in blood 
infections and hematoma. Similarly, the allograft method also has serious limitations, 
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as the problem of finding a donor, risk of rejection by the immune system of patients 
and disease from the donor [3]. 

 
Fig. 68. Illustrated the process of artificial skin formation on the scaffold[4] 

With the help of advances in tissue technology, the manufacture and research of 
synthetic cellular by scaffolds, created by biocompatible materials that support wound 
healing. It is a good way for effective skin regeneration [4]. The scaffold is essentially 
a scaffold that supports the formation of tissues and usually implanted with high growth 
factor. The new tissue of scaffold is rapidly replaced a huge of venerable tissue. 
Therefore, the scaffold of implant cells can be used to synthesize tissues, and then it be 
injected in vitro to remove loss tissues in particular. The implantation is directly into 
the wound by means of the patient’s tissue to self-regenerate the lost tissue[4]. This 
process is demonstrated in Fig. 1.  

1.2 Basic components of Electrospinning Machines 
The main components of an electrospinning system con-tent a high voltage DC supply, 
a syringe pump system and a collector connected to ground of the DC source. This 
system is illustrated in Fig. 2. In regarding to research of the electrospinning machine, 
it has been very successful in over the word. However, in Vietnam, there is a few 
research related to developing electrospinning machines. 
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Fig. 69. Principles of operation of electrospinning machines [5] 

In this situation, this machine that we want to create is obligatory for Vietnam, and it 
will play an important role and considerably affects to make a break through in 
Vietnam’s tissue engineering field. 

2 Designing of The High Voltage Power Supply for The 
Electrospinning Machine 

2.1 Design High voltage power 
In Fig. 3, the 220V AC RMS source is conversed to 26V AC RMS source by using a 
transformer with 240W. Then, this 26VAC RMS source will be rectified to 33VDC 
source. This power is continuously used to supply the boost circuit to creating the high 
voltage power with 0-40KVDC, 2mA for electrospinning. 

 
Fig. 70. Diagram of the designed DC high voltage power 
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Regulator circuit with adjustment output. This is a basic circuit that as the main 
source of power for flyback transformer and its driver. The XL406 IC is selected to 
make buck circuit, because the requirement of this block is converted from 33VDC to 
the adjustment output with 0->32VDC, 8A[6]. By using the variable resistor of R10 in 
Fig. 4, the output voltage of the regulator can be changed. 

 
Fig. 71. XL4016 Typical Application Circuit (VIN=33VDC, VOUT=0-32V/8A) 

ZVS Driver and Flyback transformer. ZVS (Zero Cross Voltage Switching) 
Driver is a mazilli oscillator – a basic circuit that can oscillate a various of power with 
90% efficiency. For explanation of the oscillator, a simplified version of the mazilli 
oscillator is demonstrated in Fig. 5. 

 
Fig. 72. The easy schematic of demonstration for ZVS driver and flyback transformer[7] 

 𝑓 =
1

2π√𝐿𝐶
 (16) 

Where: f  is the frequency in Hertz, L is the inductance of the primary in Henries, C is 
the capacitance of the capacitor in Farads 
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Because flyback transformers are high frequency transformers, it is very useful to 
generate high output voltages at relatively low currents. The essential applications are 
in televisions, monitors, and high voltage power supplies. For this reason, we decided 
to choose the flyback transformer for this project. It is it is possible to get high voltage 
with low cost. 

ADC of Microcontroller system. With the help of internal ADC in the MCU, the 
voltages of circuits will be recorded; this family has one ADC in-sight with 10-bit 
resolutions. Because MCU can multiplex between ADC channels, we designed four 
voltage dividers with buffer opamp s to monitor the operation of power. The circuits of 
the voltage divider are described in Fig. 6 

 
Fig. 73. The divider is used for measuring high voltage in STM8’s ADC 

Voltage and current meter. In relation to voltage indicator, we used the 44C2 meter 
with 100KV/100uA to display the high voltage output of the power. Because the 
internal wire resistance is too small, we must use a shunt resistor for this indicator. To 
enlarge the scale of the voltmeter, this resistor is connected to the indicator in serial. 
This circuit is demonstrated in Fig. 7 
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Fig. 74. By using a shunt resistor to expand the measured voltage 

 𝑅𝑠ℎ𝑢𝑛𝑡 =
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− 𝑅𝑚 =

100𝐾𝑉

100𝜇𝐴
= 1000𝑀Ω− 1KΩ ≃ 1000MΩ (17) 

In this case, we choose two high voltage resistors of glaze film technology with 10 W. 
Each of resistors is 500MJ-30KV. When they are connected in serial, the maximum of 
voltage is 60KV more than 40 KV which is required in this project. The PCB main 
board after soldering all components is displayed in Fig. 8 
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Fig. 75. The PCB main board after soldering all components 

Firmware design. This flow chart in Fig. 9 shows the program in the STM8F003S. 
In the first processes, MCU is programmed to initial some basic tasks such as input or 
output for GPIOs, turn on some mandatory timers, and choice an operation mode of 
ADC. Because of limiting a number of GPIOs in MCU with 32 pins, we must design 
7-segment LED circuit with scanning technique. There are three 7-segment LEDs on 
the PCB, so we can program to display all mode of the high voltage power. 

 
Fig. 76. Flowchart of the program in the MCU 

The power after resembling all components: the main PCB of high voltage supply, 
voltage and current meter, and etc.  is described in Fig. 10 
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Fig. 77.  The high voltage power source after finishing. 

2.2 Implement of an electrospinning machine 
To prove working of our electrospinning effectively, we set up a system with the high 
voltage power, a syringe pump, and a rum collector described in Fig. 11. We conduct 
some experiments with PCLs and acetone solvents. 

 
Fig. 78.   Designing the electrospinning machine by using our power supply 

3 Result of Experiment 

Because each laboratory conditions and environmental factors are different, in the 
future we will re-investigated how to get required fibers’s morphology. In this 
experiment, we chose Polycaprolactone (PCL) to use as polymer solution for the 
investigation. Then, the scanning electron microscopy (SEM) is applied to study the 
nano-fibers’ structure, morphology and diameter size. 
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Fig. 79. Photographs of EsPCL membrane at different flow rates a) 8 b) 5 c) 2 and d) 1 ml/h (with 
the other conditions: 17kV, 15%, and 20cm) 

In Fig. 12, after electrospinning process, photos of PCL membrane on aluminum foil at 
different flow rates of syringe pump are taken. It is easy to observe that at very fast flow 
rates as 8 and 5 ml/h the PCL membrane looks rough too much. When the flow rate is 
reduced at 2 and 1ml/h, the surface of PCL membrane become smoother. Consequently, 
because PCL polymer solutions have enough time for polarization in lower flow rate 
cases, the fibers of membrane will be smoother and eliminated beads. 

 
Fig. 80. SEM morphology of EsPCL fibers at different concentrations a) 8% b) 10% c) 12% and 
d) 15% (17kV, 1ml/h, 20cm) at 1000x. 

Form Fig. 13, we can see that concentrations of polymer solution play an essential role 
in the fiber of the membrane while the electrospinning process. At the low concentration 
8% and 10%, there are greatly numbers of mixture of beads in the membrane. When 
increasing a little higher amount of concentration as 12% and 15%, smoother nanofibers 
can be obtained. As a result, the concentration with 15% is rather than suitable for this 
electrospinning process. 
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4 Conclusions 

In this study, the high voltage source is developed to use in the electrospinning system. 
The main principle contents conversing 220VAC to low 26VAC by a step-down 
transformer, this low AC energy is rectified and filtered to generate +33VDC. From the 
+33VDC, the buck circuit with high current is offered to get the adjust voltage output 
0->+33VDC. With the help of ZVS Driver and Flyback transformer, it can transfer from 
the low voltage and high current to the high voltage and low current. This power is a 
low-cost power for research and study of electrospinning machine effectively. 

Continuously, not only did we design the high voltage power but also implemented 
the electrospinning machine. When decreasing flow rate of PCL solution in syringe 
pump, the membrane of fiber is smoother. Thank to using 15% PCL solution, 1ml slow 
rate, 17KV, and 20m in distance, this machine gives a good result of structure 
morphology membrane. 
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Abstract. Falls are a major global health problem that may result in long-term 
health issues, disabilities, and even death (~650,000 fatalities each year).  Each year 
approximately 37.3 million elderly worldwide experience a fall event that is severe 
enough to require medical attention. This research proposes a system for activity 
assessment and fall detection intended for in-home applications using the Internet 
of Things (IoT) for real-time detection of falls events and potentially fall prevention 
using a low-cost, wearable sensor system. While the proposed system uses an 
integrated MEMS sensor (i.e. accelerometer, gyroscope) for biomechanical 
monitoring and event detection, the developed algorithms can also be deployed onto 
other smart devices. The system communicates periodically with a cloud server 
system for uploading, archiving, and analyzing sensor data. Data is transferred to 
the cloud. Once data is received, the cloud server can provide alerts (i.e. automated 
calls, SMS, EMAIL) to formal and informal caregivers as well as emergency 
services when falls or other emergencies occur.  Additionally, individuals and their 
caregivers can access and review personalized activity information to assess health, 
wellness and independence. Preliminary tests using healthy subjects performing 
Activity Daily Living (ADL) is quite promising, with specificity to detect fall of 
100% in about 200 hours normal activities in real-world setting. This research will 
also present practical challenges to deployment of the proposed system in real-
world settings including usability, performance, and feedback from end-users.  
Keywords: Fall detection, ADL, IoT, AWS, Lora. 
 

1 Introduction 
 

According to World Health Organization (WHO) statistics [1], there are about 37.3 
million elderly individuals aged 65 and over worldwide experience a fall event severe 
enough to require medical attention. Of these fall events, 80% of these incidents occur 
in low and middle-income countries with limited resources [2]. Falls are a major global 
health problem that may result in long-term health issues, disabilities, and even death 
(~650,000 fatalities each year). In 2015, the Centers for Disease Control and Prevention 
(CDC) estimated that total medical costs of fall events totaled more than $50 billion in 
US [3]. However, it is estimated that timely response to detected fall events can 
dramatically decrease risk of hospitalization by 26% and fatalities by 80% [4]. 
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Technological innovation such as mobile health, wearable sensors, and smart 
environments may potentially provide a cost-effective solution to the problem of falls 
in the elderly if a highly accurate and robust (i.e. high sensitivity and high specificity) 
fall detection device with communications capabilities can be developed to contact 
caregivers, providers and emergency services, as warranted.  Research by Bertera, Tran, 
et al. [5] have shown that the elderly are interested in new technologies to support their 
health, independence, and safety, especially as it supports their desire to age-in-place.   

This paper presents a cloud based system for activity assessment and fall detection 
using a low-cost, wearable sensor or other low-power network strategies such as LoRa 
networks and cloud computing server. The proposed system can be used for timely 
detection and alerting in the case of residential fall events and potentially can potentially 
be used in combination with other fall prevention strategies. 

 
2 Related Work 

 
Recent advances in micro-electromechanical systems (MEMS) have opened up great 

opportunities for the implementation of smart environments, especially in the 
healthcare area. Many studies already use of the biomechanical sensors (accelerometer 
and gyroscope) for fall detection and daily activity monitoring. They have achieved 
high accuracy in detecting falls in the lab with test subjects performing prescribed 
activities [6] [4] [7] [8]. We have demonstrated wearable sensors systems using a 
combination accelerometer and gyroscope for fall detection can achieve 96.3% 
sensitivity and 96.2% specificity in the lab.  However, there is a lack of studies 
validating accuracy of these systems in the real-world over long time frames in which 
activities are unscripted and experience much more variability and activity noise (i.e. 
bumping). In this study, we validate and the accuracy of a wearable fall detection 
system while test subjects performed daily activities in real-world settings. Accuracy 
and efficacy of a hierarchical neural network algorithm [9] for classification of daily 
activity is also tested on collected data. 

Currently, health care systems store and analyze data either on a local device or 
computer in an user’s residence. However, trends such as the Internet of Things (IoT), 
cloud computing, and artificial intelligence can potentially provide alternate and/or 
additional solutions for a wide range of health applications and services. Luo et al. [10] 
have developed a platform to manage and monitor medical health information and 
behavioral state information of patients of hypertension and other diseases such as 
stroke, heart disease, kidney disease, chronic lung disease, disorders of consciousness, 
etc. Doukas et al. [11] implemented a smartphone system for collecting motion and 
heartbeat data via Bluetooth and cloud-based store-and-forward strategies for 
subsequent analysis. These systems show potential applications of novel and emerging 
technologies for supporting health and wellness in at-home elderly populations. 

 
3 System Architecture Overview 
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In this work, we further advance and propose a technological architecture for fall 
detection and notification of caregivers. Figure 1 provides an illustration of the 

proposed architecture. This system consists mainly of two parts: the activity data 
collection unit and cloud server computing part. 

 
4 Activity Data Collection Component 

 
The activity data collection unit is developed to continuously measure biomechanical 
and physiological data while users are performing daily activities. The device can detect 
and immediately send alerts to a cloud server when a fall event is detected following 
our optimized fall detection algorithm [12]. The algorithm uses a combined 
accelerometer and gyroscope sensor strategy for robust fall detection. While the 
accelerometer provides valuable information regarding body inertial changes due to 
impact, the gyroscope provides unique information regarding the body’s rotational 
velocity during a fall event. A fall event produces both high acceleration and angular 
velocity, the combination of which is not observed during normal daily activities. Table 
1 [13] shows summary data of acceleration and angular velocity for various daily 
activities and fall events. Using an optimization approach, critical thresholds ( lower 
and upper fall threshold of acceleration and, and upper fall threshold of angular 
velocity) were empirically determined from experimental data. When both of signals 
exceed these thresholds, a fall event is detected.  The optimized fall algorithm is 
illustrated in Figure 2. It was able to detect falls with high sensitivity (96.3%) and 
specificity (96.2%) compared to prior strategies by other researchers who were able to 
achieve either high sensitivity or high specificity, but not both.  In addition, information 

 

Figure 1: Architecture of residential fall detection system with local 

activity data collection component (left) and cloud-based computing and 

services component (right). 
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features of daily activities from sensor data are extracted and uploaded to a cloud server 
periodically for later analysis and daily activities classification. In our system, a 
wearable device (i.e. smartwatch, sensor unit) or smart phone can flexibly serve as the 
activity data collection unit.  

Activities Negative 
Peak 
acceleration (g) 

Positive Peak 
acceleration (g) 

Peak angular 
velocity (0/s) 

Standing 0.98 1 0 
Walking 0.55-0.66 1.5-1.9 10-20 
Sitting 

down/standing up 
0.47-0.58 1.6-2.1 50-170 

Lying down/ 
sitting up 

0.6-0.85 1.3-1.4 130-260 

Stepping 0.3-0.45 1.8-2.3 40-80 
Running 0.2-0.34 2.3-2.8 60-120 
Falling 0.15-0.35 2.5-5.4 200-320 

Table 1: Summary of acceleration and angular velocity of ADLs and fall. 

Figure 2: The optimized fall detection algorithm  
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Wearable device, shown in Figure 3, is a small device (3.2cm x 3.4cm) designed to 
be worn continuously while users perform regular daily activities. It can be wristworn 
(i.e. watchlike) or clipped on the waist (i.e. pedometer-like). The sensor device uses a 
motion processing unit (MPU-9250; Invensense, San Jose, CA) to measure 3-axes of 
acceleration and angular velocity to classify ADLs and detect fall events. The unit also 
uses an ultra low-power STM32L microcontroller (STMicroelectronics; Geneva, 
Switzerland).  Depending on the demand and the user’s environment, either a Wi-Fi 
module or LoRa module is integrated into with the wearable device for data 

communications. 
Currently, Wi-Fi is a popular choice for IoT connectivity because its coverage is 

almost ubiquitous in a typical home. A wearable device using Wi-Fi can be easily setup 
and deployed. However, Wi-Fi has some drawbacks and is not always the appropriate 
choice. These drawbacks include the short-range connectivity between device and 
access point (AP), limitations to possible number of devices connected to an AP, and, 
most prominently, low efficiency and high battery consumption. These last limitations 
are particularly relevant for this intended fall detection application for usability and 
effectiveness reasons. LoRa technology is a new trend for building IoT networks which 
is already widely available in European countries and increasingly used in the United 
States. The advantage of LoRa networks is its combination long-range capabilities and 
low-power consumption that is especially useful with IoT. A wearable device can 
operate between 2-10 km from a LoRa base station with optimized device battery life 
lasting week between charging. This LoRa base station would then need to be initially 
connected to the Internet in order to forward data to a cloud-based server. 

The wearable fall detection device communicates with the cloud server by utilizing 
established techniques for IoT communication directly via Wi-Fi or forwarded to the 
Internet via the LoRa network. The device has a small OLED screen for displaying 
information directly to the end-user and a SOS button for user-activated, immediate call 

                        

Figure 3: Wearable sensor device electronics unit with imbedded fall detection 

algorithms (left) and graphical user interface for fall detection app using built-in 

sensors with a smartphone (right). 

 

 

 

 

 

 

 

 

Figure 2 a. wearable device 2b. interface of application in smartphone. 
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to a response center in case of emergency. In addition, wireless charging is integrated 
in the device for ease-of-use. 

 
Smartphone: The use of smartphones among elderly populations with numerous 

built-in sensors such as accelerometer, gyroscope, etc. is growing at a remarkable rate 
[14]. As with the general population, smartphones will become an increasingly familiar 
tool for the elderly population for managing their daily needs, including health and 
wellness information, communications, and scheduling. For this project, a fall detection 
and activity assessment application was developed on the Android platform. Taking 
advantage of the built-in smartphone sensors, we implement the algorithms previously 
developed in our lab for fall detection and activity classification. Figure 3 (right) shows 
a graphical user interface for the fall detection application. 

 
5 Cloud-based Computing and Services Component  

 
Our cloud service component was developed using Amazon Web Services (AWS), 

a platform that allows researchers to perform large-scale storage, management, and 
analysis of remotely collected data. Figure 1 (right) illustrates our cloud service 
component. For this application, standard infrastructure services, such as Amazon 
DynamoDB, S3 and EC2 are used.  

First, Amazon DynamoDB is a fast and flexible SQL database service for all 
applications. It stores key user information, device ID and contact information for 
caregivers (i.e. neighbor, family member, friends, etc.). Second, Amazon S3 (Simple 
Storage Service) is flexible cloud storage. All of raw daily activity's data are easily and 
quickly uploaded to S3 from devices using Wi-Fi or LoRa for later analysis by the 
research team. Finally, Amazon EC2 (Elastic Compute Cloud) is central part of cloud 
service that can be utilized for data processing and alert management. It is used to issue 
alarm and notification via SMS, automated call and/or Email to caregivers, prior to 
initiating a call for emergency services when emergent events such as a fall is detected. 
Additionally, EC2 is used for analysis and classification of daily activities based upon 
key data features extracted and upload from the sensor device or smartphone app. This 
cloud-based analysis strategy can reduce the local computing burden of analyzing non-
essential, real-time data, thereby extending battery life of the wearable device or 
smartphone. EC2 also provides a website interface to facilitate fast setup of user 
accounts, devices, and caregiver contact information. The users and their caregivers can 
access and review personalized activity information to assess health, wellness and 
independence (like history of emergency case, location, activity status, etc.). 

 
6 Real-world experimental setup 

 
In this study, the IoT fall detection system is validated in real-world. Following 

an institutional review board (IRB) approved protocol; ten (10) healthy, adult subjects 
(18-50 years old) wore the fall sensor device while performing normal daily activities. 
The device was worn at the waist and continuously collected activity data in real-time. 
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In the event the wearable device detects a fall event, an immediate alert was sent over 
Wi-Fi or LoRa to AWS for alert notification. For normal activities, all sensor data and 
information are sent periodically (every 30 minutes) to AWS for storage and analysis. 
Each subject was provided a notecard and asked to log and record timing related to 
rigorous activities or critical events including falls and near falls. These logs were used 
to validate and confirm falls detected by the algorithm. In the event falls were detected, 
subjects were contacted and interviewed further relating to the time of detected event. 

For this study, approximately 200 hours of activities of daily living were recorded in 
all subjects. No subjects reported having experienced a fall. No fall events were 
detected from the wearable device after 190 hours normal activities and 7 hours of 
rigorous (exercise) activities. However, our system showed no false positive detection 
of fall event (specificity 100%) during 342,000 windows of normal daily activities (time 
duration each window is 2 seconds). With high rigorous activities i.e. walking up stair, 
down stair, run, workout in gym, etc., five (5) false positives were identified from 
12,545 event windows. These incidents were validated against activities reported by 
subjects on note cards. Subjects were further contacted and interviewed regarding 
detected events. However, they can be eliminated by incorporating posture detection 
with our algorithm. It showed high accuracy and robustness of our system and its ability 
to accurately generate alert notification in the event of a fall. 
7 Discussion & Conclusion 

 
The primary advantage of this IoT enabled fall event monitoring system is its focus 

on the targeted end-user, elderly individuals, and usability in the home environment. 
The system is flexible in incorporating stand-alone wearable sensors with embedded 
fall detection algorithms or integration with existing smartphone platforms running the 
fall detection app in order to collect biomechanical data for detection of fall events and 
daily activities. Because of the ubiquity of smartphones in today’s society and its on-
board communications capabilities, there are strategic advantages to its use for 
continuous fall monitoring. This work demonstrates the feasibility of deployment of an 
integrated IoT solution for fall detection and activity assessment using wearable 
sensors, cloud-based services using AWS to collect, store, analyze and provide alert 
notification in the event a fall is detected. Real-time alert notification to caregivers and 
emergency service providers, as appropriate, is particularly important in this application 
as long-lies resulting from falls have been directly associated with hospitalization risk 
and fatalities [4], as well as increased cost. 

Performance testing of the system in real-world settings provide valuable 
information regarding the efficacy of fall detection systems and potential barriers to 
adoption of the technology. Data collected from ~200 hours of field testing reveals the 
robustness and specificity (i.e. low false positives) of the fall detection system.  

Technological and usability issues remain challenges to future implementation and 
adoption of in-home fall detection systems. For example, variability of sensor 
placement may affect accuracy of fall detection algorithms. Wrist-worn and waist-worn 
sensor devices ensure consistent placement and orientation of sensors and are directly 
related to biomechanical motion during performance of daily activities. While waist or 
chest worn sensors remain the best locations for fall detection, wrist-worn devices may 
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be the most convenient and acceptable by end-users who are used to wearing watchlike 
devices or activity sensors (i.e. FitBit). However, signals from wrist-worn sensors may 
exhibit extra noise due to arm swing during gait and activity or occasional bumping 
during daily activity. Further testing in real-world settings is warranted. 

Another key challenge for consumer adoption is battery life and frequency of 
charging devices.  Fall monitoring and activity assessment requires the sensor to be 
“always on” for 24/7 fall surveillance as falls can happen at any time, day or night. This 
utilization results in continuous battery consumption by the sensor unit (i.e. stand-alone 
device or smartphone) and therefore frequent re-charging. When the sensor device is 
charging, it is not available for fall monitoring and therefore may miss fall events.  
Further, when an user removes a device for charging, there is increased potential to 
forget to wear the device again after it is fully charged. Thus, strategies for reducing 
battery consumption for extended use between charges is critically essential for this 
application. 

In our system, this is done in hardware using low-power electronics as well through 
the use of more advanced strategies such as LoRa and cloud-based analysis of non-
emergent data.  Using the proposed strategies mentioned, the wearable device is 
designed to be lightweight, small and low cost (<$50). The battery can last for more 
than a week to a month with continuous monitoring and data transmission using LoRa. 
We have also implemented the fall detection algorithm on a commercially available 
smartwatch. However, battery life remains a critical problem lasting only 3~5 hours 
between charge.  

Cloud server AWS had shown performance efficiency, reliability and cost-
effectively. 

It can reduce burden of computing and storage data on the device that can extend 
battery life. 

The last aspect of the system relates to presentation a utilization of the collected data 
to enhance health and wellness. Users and their caregivers can easily access and review 
personalized activity information using developed website or applications. 
Gamification to motivate increased activity, exercise, and healthy behaviors may 
enhance strength, endurance, and cognitive function as evidenced in the literature. 
Further, through machine learning and artificial intelligence strategies, there is potential 
for IoT based activity monitoring to enable sensitive measures of longitudinal declines 
in activity levels and changes resulting from chronic illness and disease. This area 
requires further study and development as more sensors are deployed in real-world 
settings. 

In conclusion, the work proposes an IoT-based architecture for fall monitoring and 
alert notification that can be used to assess health and independence of at-home elderly 
individuals.  Based on IoT functional principles and design, it allows communication 
of wearable sensor devices with a cloud server for data collection, storage and advance 
analytics. The architecture can be extended to incorporate periodic measurements from 
Bluetooth enabled devices (i.e. blood pressure, weight scale, glucometers, etc.) for 
monitoring and management of chronic illnesses.   
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Abstract. Uroflowmetry is a simple test measuring the volume of voided urine 
in a period of time. Being the only non-invasive test among urodynamic methods, 
it is most commonly ordered by urologists to evaluate the urination of patients, 
especially in males over 50 years old with lower urinary tract symptoms (LUTS). 
In Vietnam, however, the test is only available in urology department in large 
hospitals or medical diagnostic centers as it is relatively new in the field and the 
cost of a uroflowmeter device is still very high. Aiming to make the device more 
affordable to urologists and clinics and thus increase accessibility of Vietnamese 
patients to the test, the engineers from Biomedical Engineering Department, Ho 
Chi Minh International University have developed IUROF, an electronic 
uroflowmeter. This device allows patients to perform the uroflowmetry at home; 
the results and data are collected in a memory card and sent to physicians. The 
objective of this study is to evaluate the accuracy and reliability of IUROF by 
comparing it with the Andromeda Helix, a commercialized uroflowmeter device 
currently used in hospitals. The study was conducted at MEDIC Healthcare 
Center (Vietnam) in three months. A total of 40 males (57.6±10.1 years of age) 
with LUTS were eligible and agreed to participate in the study. After signing the 
informed consent, the patients took turn to urinate into the IUROF and 
Andromeda Helix. The order of testing by the two devices altered across patients. 
As a result, the mean difference of Qmax was 0.05 ml/sec, Qave was 0.6 ml/sec, 
Vvoid was 0.9 ml, and tvoid was 0.2 s between the two devices. All of these 
differences were not statistically significant (p>0.05). The Intra-class Correlation 
Coefficient (ICC) of Qmax was 0.891, showing the high level of reliability of the 
IUROF as compared to the Andromeda Helix. The results show that the IUROF 
is technically comparable to the Andromeda Helix. This has an important 
implication for a product developed in a university laboratory to be 
commercialized in the market. 
Keywords: Uroflowmetry, LUTS, IUROF 

1 Introduction 

Uroflowmetry is a useful urodynamic tool for the assessment of intravesical obstruction 
and is helpful in the decision-making process and management of benign prostatic 
hyperplasia (BPH) and other urinary disorders[1]. Uroflowmetry provides physicians a 
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simple and non-invasive way to evaluate the urination of patients by detecting flowrate 
parameters. 

The electronic uroflowmeters based upon the gravimetric method are widely 
developed and used in clinics and hospitals. However, the price of those devices is 
pretty high, thus, the accessibility of uroflowmeter is limited for the clinics and district 
hospitals in Vietnam, although uroflowmetry is an essential test for Lower Tract 
Urinary Symptoms (LUTS) patients. 

IUROF (International University Uroflowmeter) is an ATmega328 MCU-based 
device using the gravimetric method of the load cell. It is specifically designed to 
monitor micturition parameters including maximum flow rate and voided volume. 
When the process of data logging initiates, the volume change is continuously detected 
and stored into the volume break; at the end of micturition process, the microcontroller-
based device is programmed to determine the desired parameters which are related to 
urinary flow. These parameters are used to determine whether or not the patient is 
emptying their bladder normally. [2]. 

In this study, the IUROF uroflowmeter is tested in the clinical setting, and its 
accuracy and reliability are evaluated by comparing with the already commercialized 
device – Andromeda Helix used in MEDIC Healthcare Center (Vietnam).  

2 Methodology 

The cross-sectional study was designed and conducted by the Biomedical Engineering 
Department, International University, Vietnam. The project was approved by The 
Institutional Review Board (IRB) established by the collaboration with Hoa Hao 
(MEDIC) Healthcare Center, Vietnam. 

A total of 43 male patients with LUTS were enrolled in the study after they signed 
the consent form. The uroflowmetry data of patients were collected from two different 
devices within the same day. The Andromeda Helix and IUROF were alternatively 
used. The order of using Andromeda or IUROF was changed patient to patient to avoid 
bias. Three participants were excluded as the voided volume was under the standard of 
International Continence Society (ICS) for uroflowmetry test (which must be ≥150 ml) 
[3]–[5]. The parameters to be compared were voided volume (Vvoid), maximum flowrate 
(Qmax), average flowrate (Qave), and voiding time (tvoid). The difference among the 
results of Andromeda Helix and IUROF device were evaluated by Paired t-test method. 
The reliability of IUROF was calculated using the Intra-class Correlation Coefficient 
(ICC) and its 95% confidence interval [The coefficient has the range from 0 to 1; therein 
1 shows the absolute reliability of the test with no error in measurement, and 0 gives a 
complete unreliability]. The statistical software IBM SPSS V22 was employed to 
analyze and test the parameters. 

The results were also used to diagnose whether the patients had Bladder Outlet 
Obstruction (BOO) or not. The agreement in BOO diagnosis by IUROF and 
Andromeda Helix results is also explored to evaluate the graph quality produced by the 
IUROF. 
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3 Results 

There were 40 out of 43 male patients eligible for the analysis. The mean age was 57.6, 
ranging from 27 to 73. There were 25 patients (62.5%)  reported to have the LUTS, and 
15 (37.5%) men were diagnosed with Benign Prostatic Hyperplasia (BPH). 

Table 1 reports the values of uroflow parameters by IUROF and Andromeda Helix. 
The mean Qmax values were 15.1±6.06 ml/sec and 15.0±5.17 ml/sec, respectively. The 
corresponding mean of Qave were 7.2±3.22 ml/sec and 7.8±3.36 ml/sec. The mean 
volume (Vvoid) and time of urination collected in IUROF were 58.5 sec and 366.5 ml; 
in Andromeda Helix were 58.3 sec and 365.6 ml. 

 

Table 13. Parameters of uroflowmetry in IUROF and Andromeda Helix 

 Qmax  
(ml/s) 

Qave  
(ml/s) 

Vvoid  
(ml) 

tvoid 
(s) 

IU Andro IU Andro IU Andro IU Andro 
N 40 40 40 40 40 40 40 40 
Mean 15.1 15.0 7.2 7.8 366.5 365.6 58.5 58.3 
Median 14.6 13.8 5.7 6.7 311.5 344.0 55.9 54.7 
s.d. 6.06 5.17 3.22 3.36 169.77 151.65 21.30 20.78 
s.e. 0.96 0.82 0.51 0.53 26.84 23.98 3.37 3.29 
Min 5.9 7.1 3.0 2.7 151.4 151.0 24.1 20.1 
Max 31.1 25.9 16.7 17.0 742.4 655.0 104.9 107.8 

 
In comparison using Paired sample t-test, the results showed in Table 2 

indicated the mean Qmax of IUROF was 0.05 ml/sec higher than the one in Andromeda 
Helix, Vvoid of IUROF was higher 0.9 m, and tvoid was higher 0.2 sec. With the 5% 
significant differences, those disparities were not statistically significant (p=0.931, 
p=0.957, and p=0.960). Similarly, the difference in the average flowrate measured in 
both devices was not statistically significant although the results in Andromeda Helix 
was 0.6 ml/sec greater than IUROF.  

Table 14. The difference between IUROF and Andromeda Helix in general 

 Mean s.d. s.e. 95% CI of the Difference p-value 
Lower Upper 

Qmax 
(ml/s) 

0.05 3.57 0.56 -1.1 1.2 0.931 

Qave (ml/s) -0.6 2.12 0.33 -1.3 0.1 0.073 
Vvoid (ml) 0.9 102.69 16.24 -31.9 33.7 0.957 
tvoid (s) 0.2 22.71 3.59 -7.1 7.4 0.960 

Additionally, the order measurement of patients was also recorded for further 
specific analysis in Table 3. The results showed that there was no significant difference 
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between devices though patients urinated into the IUROF first or Andromeda Helix 
first. 

Table 15. The difference between IUROF and Andromeda Helix in measurement order 

 Mean s.d. s.e. 95% CI of the 
Difference 

p-
value 

Lower Upper 
Andromeda 
– IUROF 
Sub1 
(N=22) 

Qmax 
(ml/s) 

-0.5 3.31 0.71 -2.0 0.95 0.468 

Qave 
(ml/s) 

-1.4 1.81 0.39 -2.2  -0.6 0.002 

Vvoid (ml) -3.0 90.13 19.22 -42.9 37.0 0.878 
tvoid (s) 4.5 20.04 4.27 -4.4 13.4 0.304 

IU-ROF – 
Andromeda 
Sub2 
(N=18) 

Qmax 
(ml/s) 

0.75 3.85 0.91 -1.2 2.7 0.422 

Qave 
(ml/s) 

0.3 2.11 0.50 -0.7 1.4 0.504 

Vvoid (ml) 5.6 118.80 28.00 -53.4 64.7 0.843 
tvoid (s) -5.1 25.16 5.93 -17.6 7.4 0.402 

The reliability evaluation of the IUROF by the Intra-class Correlation 
Coefficient (ICC with Two-way mixed, absolute agreement, single rater) was described 
in Table 4. To the Qmax, Qave, Vvoid, the ICC was pretty high with the 95% 
confidence interval [0.793; 0.942], [0.768; 0.936]; [0.790; 0.941], respectively. This 
proved the reliability was in range from good to excellent. However, ICC of urination 
time was moderate with 0.595 and in the 95% confident interval from 0.228 to 0.787. 

Table 16. Intra-class Correlation Coefficient between IUROF and Andromeda Helix 

 Intra-
class 
Correlation 

95% Confidence 
Interval 

F Test with True Value 0 

Lower 
Bound 

Upper 
Bound 

Value df1 df2 sig 

Qmax 0.891 0.793 0.942 8.944 39 39 .000 
Qave 0.878 0.768 0.936 8.643 39 39 .000 
Vvoid 0.889 0.790 0.941 8.828 39 39 .000 
tvoid 0.595 0.228 0.787 2.435 39 39 .003 

 
The agreement on BOO diagnostic between two devices was also explored. 

We found that most of the results give the same diagnosis (70.8% with BOO, and 81.3% 
without BOO). Furthermore, in the cases where BOO diagnoses are different between 
devices, we noted that the mean difference of uroflow parameters was high as compared 
to the mean difference of the whole sample (Table 5). 



277 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Table 17. The mean difference of cases that are different in BOO diagnosis 

Parameters Difference between 
two measurements 

Difference 
of whole sample 

Qmax 1.01 ml/sec 0.05 ml/sec 
Qave 0.04 ml/sec 0.6 ml/sec 
Qvoid 10.5 ml 0.9 ml 
tvoid 2.4 sec 0.2 sec 

This indicated that the difference of Qmax, Qave, Vvoid, Vvoid, tvoid among 
measurements strongly affect to result of a patient.  The BOO diagnostic value based 
only on one measurement was not precise due to the moderate sensitivity, and 
specificity of uroflowmetry. Particularly, in a research of Reynard et al. the sensitivity 
and specificity of BOO were 47% and 70% within the threshold value of Qmax of 10 
ml/sec; and 82% and 38% within the threshold Qmax = 15 ml/sec, respectively. 
Therefore, the developing of home devices to collect multi-result uroflowmetry in 
normal routine will have a huge impact on improving the diagnosis of this simple and 
non-invasive method 

4 Discussion 

In this study, the statistical testing method proved there was no difference between two 
devices regarding uroflow parameters. Ozgur et al. investigated the effect of repeating 
uroflowmetry test on 79 male patients and noted no significant change in measured 
results except the micturition time (tvoid). To our study, we also found no statistical 
difference between two measurements, except the Qave when using the Andromeda 
Helix in the first measurement. Ozgur also identified the need for a large clinical 
multicenter trial for the evaluation of multiple uroflowmetry tests and the impact factors 
for the probable changes[6]. Thus, the process of sequent performing two 
uroflowmetries on patients was not the factor that affected the difference between 
IUROF and Andromeda Helix. However, for further evaluation studies to firm the 
accuracy and reliability of IU-ROF, the consideration to enlarge the scale and clinic-
base of research is essential. 

Recently, many researchers found that the environmental factors affected the result 
of uroflowmetry such as the finding suitable venue, spending enough time on each test, 
psychological factors. The devices that can be used at home were invented to reduce 
the artifacts of clinical measurement. The changes in the results of home uroflow tests 
were proved. Particularly, it was shown that Qmax varies typically by up to 10 ml/sec in 
an individual by home uroflowmetry studies[6]. Sonke et al. analyzed the Qmax and Vvoid 
results by collecting multiple home flows and found them to differ considerably among 
individuals. It was shown that one way to determine a single measurement of Qmax is to 
calculate the standard deviation (s.d.) of multiple reading[7]. In many home following-
up studies of uroflowmetry have found that the s.d. of multiple measurements of Qmax 
in an individual range up to 6.0 ml/sec[8]. In our results, the s.d. of the Qmax was less 
than 4 ml/sec for twice urinations. In combination with the information collected in 
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previous researches, we could anticipate the difference upon comparing the clinic and 
home uroflowmetry in future.  

The changes of different uroflowmetry parameters have been evaluated by many 
authors. Golomb et al. indicated the variability of uroflowmetry in the patient with 
BPH[9]. In their study samples, the uroflow parameters fluctuated more in men with 
BPH than in healthy controls. In our study, although the medical records of patients 
were collected (37.5% with BPH), we could not conclude more effect on any group of 
patients since we did not group our patients based on BPH. Porru et al. found significant 
circadian differences in multiple measurements of Qmax at home in more than a hundred 
patients with LUTS[10]. Our patients were invited to conduct the test consecutively in 
the most comfortable time for them of the same day, and we could not conclude about 
the circadian changes since exact time for testing varied (all the test was performed 
between 8 am and 4 pm). Many other factors affecting the variabilities have been 
mentioned by different authors. Significant systematic variability in Qmax was found in 
the clinic with voiding position (e.g., sitting versus standing), ambient light, and 
temperature[11][8]. Our study lasted four months (from April to August 2017) and the 
temperature of the testing room was stable at 27oC. All of the joined patients were 
accustomed to voiding in standing position. However, our study does not focus on the 
variations in temperature or voiding position. In another study that supports the idea of 
changing of uroflowmetric test, Caffarel et al. invited 22 patients to perform two 
uroflow and record home uroflows for two weeks and concluded considerable variation 
between the two clinic readings meanwhile the comparison of average Qmax from 
multiple home flow recordings showed little variation[12]. 

The increase of Qmax, when measured at clinics, was reported in several studies[13], 
[14]. The reason was proved that the patients got familiar with the environment of 
examination[15]. Feneley invited 147 patients voided twice on two separate clinic 
visits. The average reading from the second void was statistically higher than the first 
on both visit, with a difference of approximately 0.5 ml/sec[13]. Reynard observed the 
same experiment in larger scale, where the mean Qmax of voids one to four clinic voids 
in 165 men with LUTS rose progressively from 10.2 to 14.9 ml/sec[14].  

To avoid the psychological effects, in our study, the clinic’s condition remained 
unchanged, and we recruited the patients to urinate with the sequentially changing order 
of the devices using. However, patients who experienced uroflowmetry before joining 
our study was not differentiated; thus, this is also a drawback that we must control in 
future research. 

As discussed above, most of the previous studies relied on Qmax in the results and 
ignored all the other parameters. However, the interpretation of Qave, Vvoid, voiding 
time, flow time, time to start voiding are all crucial parameters and should be 
discussed[16]. In our study, those parameters were identified with no difference 
between two devices. The clinical meaning of those index should be investigated and 
examined to enhance the accuracy and reliability of the uroflow test.  

The further limitations of our study must be considered. Since we focused on the 
male volunteers, the results cannot be generalized to the female ones. Additionally, the 
present study had a small sample size in only one venue.  These two issues should be 
addressed in the further study. 
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5 Conclusion 

Through this comparison study, we found no difference between the two uroflowmetry 
findings (Qmax, Qave, Vvoid, tvoid) between IU-ROF and Andromeda Helix device. The 
ICC showed the reliability of Qmax, Qave, Vvoid of IUROF were high (0.891, 0.878, 0.889), 
and the ICC of tvoid was intermediate (0.595). The agreement on the BOO diagnosis 
between devices is greater than 70%. Our low cost device is proved to be comparable with 
a commercialized device, although a larger clinical multicenter and home use studies for the 
evaluation of multiple uroflowmetry may be more desirable. 
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Abstract. Background: The concept of a multitasking surgical device used 
microwave energy has been developed over a decade. Then, a microwave scissor-
shaped surgical instrument (Acrosurg.®) has been invented and employed for pre-
clinical experiments. Methods: An animal study using specific pathogen-free 
pigs was conducted to compare surgical functions of newly developed microwave 
coagulation surgical instrument (Acrosurg.®) with current electrosurgical devices 
such as the electric current-based LigaSureTM Small Jaw Sealer (LS) and the 
ultrasound-based Harmonic Focus® Shears (HF). The Acrosurg.® was tested on 5 
mm vessels with regard to seal time, burst pressure (BP), lateral thermal injury 
(LTI), cutting time for hepatectomy and mesenterectomy. Results: In the 
Acrosurg.®’s group, the seal time for 5 mm vessels was shorter and LTI was 
narrower in comparison with the outcomes in the LigaSureTM’s group. Although 
BP in the Acrosurg.®’s group was lower than BP in the LigaSureTM’s group, it 
reached approximately 900 mmHg. Cutting time for hepatectomy was not 
different in both groups (Acrosurg.® and Harmonic Focus®) but time 
consumption for mesenterectomy in the Acrosurg.®’s group was significantly 
shorter. There were some bleedings existing in both groups but achieving 
complete hemostasis. Conclusion: Novel microwave coagulation surgical 
instrument has the same effectiveness as compared to other commercialized 
energy devices. Moreover, it is more advantageous to some specific tissues and 
could be considered on clinical trial.  
Keywords: electrosurgical device, microwave, high frequency, ultrasound, 
microwave coagulation surgical instrument. 

1 Introduction 

In modern surgery, electrosurgical instruments gradually play an important role. Beside 
traditional sources of energy which have been applied throughout a long era such as 
high frequency electric current, radio frequency and ultrasound, microwave is 
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recognized as a notable source which can be broadly used for surgical devices. From 
the 1970s, microwave tissue coagulator had been used to perform hepatectomy and to 
ablate liver tumors with positive results[1-3]. Over a decade, a concept of multitasking 
surgical device powered by microwave energy has been developed under a general 
name Microwave Coagulation Surgical Intrument[4]. Henceforth, some prototypes 
have been invented consisting of a scissor-shaped device (Acrosurg.®’s prototype) 
which is focused on cutting and dissecting tissues. Based on their unique mechanism 
and impact on various tissues, microwave devices are considered to succeed other 
electrosurgical devices in the future surgery. In order to evaluate their surgical functions 
including coagulation ability, vascular sealing and tissue resection speed, an example 
of novel microwave devices, Acrosurg.® (Nikkiso Co., Ltd.,Tokyo, Japan), was 
employed to a comparative experiment with other current energy devices that are 
widely being used in routine operations: Harmonic Focus® Shears and LigaSureTM 
Small Jaw Sealer. 

2 Materials and Methods 

The protocol of this experiment was reviewed and approved by the Ethical Research 
Committee for Animal Life Science at Shiga University of Medical Science (SUMS).  

2.1 Instruments 

A scissor-shaped device (Acrosurg.®) powered by microwave energy were used for this 
experiment. It is developed from the last generation of the so-called Microwave 
Coagulation Surgical Instrument invented by Tani’s team at Shiga University of 
Medical Science[4]. Nikkiso Co., Ltd. (Tokyo, Japan) has manufactured and 
commercialized this product within Japan market from June, 2017. The device was 
connected via a coaxial flexible cable to a generator which radiated microwaves at a 
frequency of 2,450 MHz (12 cm wavelength) (Fig. 1). The power output is adjustable 
from 10 W to 100 W. The other commercialized energy devices used as comparative 
groups were the bipolar electric current-based LigaSureTM Small Jaw Sealer (LS; 
Covidien, USA) and the ultrasound-based Harmonic Focus® Shears (HF; Ethicon Endo-
Surgery Inc., USA). In this experiment, power output was set at 60 W for Acrosurg.®. 
The energy level was set at 3 for LS and at 5 for HF according to each manufacturer’s 
manual.  
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Fig. 81. Microwave device (Acrosurg.®) and its generator 

2.2 Animals 

Six domestic pigs weighed from 38 to 42 kg were raised in a pathogen-free environment 
in the Research Center for Animal Life Science of SUMS for this experiment. The pigs 
were anesthesized with an intramuscular injection of ketamine hydrochloride (10 
mg/kg) and medetomidine chloride (20 μg/kg). Anesthesia was maintained by inhaled 
isoflurane 5% through a facemask.   

2.3 Procedure 

Under general anesthesia, the pig was placed in a supine position. Laparotomy was 
performed to expose the abdominal cavity. The liver was cut through 2 cm from the 
free edge by Acrosurg.® and HF to evaluate the cutting time. Similarly, the mesentery 
was exhibited and cut for each 10 cm long segment by Acrosurg.® and HF, respectively. 
Cutting time, bleeding cases and hemostasis time were measured for each group. The 
pig was then sacrificed to harvest the iliac arteries, aorta and carotid arteries which were 
measured the diameter at the simulated physiologic blood pressure. The 5 mm arteries 
were used for ex vivo experiments. The 5 mm group was subsequently sealed by 
Acrosurg.® and LS. Intraluminal pressure was created by an electric pump using 
physiologic saline 0.9% via a small catheter which was introduced into the open lumen 
of the vessel. The BP measured by the KDJ20 manometer (KD Scientific, Inc. 
Holliston, MA, USA) was defined as the intraluminal pressure at the leaking point. 
Sealed samples were collected and underwent Hematoxylin-eosin stain. LTI was 
measured from the sealed edge to the closest margin of the intact tissue under a light 
microscopy. We conducted the comparative studies as follow: Acrosurg.® versus LS in 
5 mm artery group; Acrosurg.® versus HF in the liver resection group and Acrosurg.® 
versus HF in the mesenterectomy group. 

2.4 Statistics 

Quantitative variables were presented as mean ± SD. Student t-test was used to compare 
the difference of the means between the two groups. The results were recognized as 
statistical significance if p value was less than 0.05.  

3 Results  

In the 5 mm artery group, Acrosurg.® need shorter time for complete coagulation than 
LigaSureTM (5.1 ± 0.4 vs 5.9 ± 4.0 seconds, p < 0.05). Although burst pressure (BP) at 
the sealed edges created by LigaSureTM was significantly higher (1000 mmHg), BP in 
the Acrosurg.®’s group reached approximately 900 mmHg (882.6 ± 165.9 mmHg). The 
LTI affected by Acrosurg.® was also statistically narrower (2.8 ± 0.5 vs 3.3 ± 0.4 mm, 
p < 0.05) (Table 1). 
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To perform mesenterectomy in a 10 cm long segment (each segment contains about 
17 to 18 vasa recta), the Acrosurg.® cut faster than HF (21.3 ± 4.9 vs 29.0 ± 5.6 seconds, 
p < 0.05). Meanwhile, when applying for liver resection, both Acrosurg.® and HF did 
not show any statistical difference in cutting time (40.1 ± 6.9 vs 41.2 ± 6.2 seconds, not 
significant) (Table 2). 

Regarding mesenterectomy, the number of bleeding cases out of total vasa recta in 
Acrosurg.®’s group and in HF’s group were 1/154 (0.7%) and 2/169 (1.2%), 
respectively. Acrosurg.® took about 1.7 seconds while HF took about 1.9 seconds for 
hemostasis. Each group had one of 9 cases bled during liver resection and the new 
Acrosurg.® device needed more time for hemostasis than Harmonic Focus® (19.2 vs 2.4 
seconds) (Table 2). Because of the very low quantity of bleeding and hemostasis cases 
in both groups, case reports were conducted instead of statistical comparison.  

─ Table 18. Functional comparison of Acrosurg.® with currently-used LigaSureTM Sealer in 5 
mm artery group 

Device No of 
sample 

Mean seal 
time (sec) 

Burst pressure 
(mmHg) 

LTI (mm) 

 
5 mm  artery group 
Acrosurg.® 5 5.1 ± 0.4 882.6 ± 165.9 2.8 ± 0.5 
LigaSureTM 5 5.9 ± 4.0 1000 ± 0.0 3.3 ± 0.4 
  p < 0.05 p < 0.05 p < 0.05 

LTI: Laterall Thermal Injury (area) 

─  

─ Table 19. Summary of comparative studies between Acrosurg.® and widely-used Harmonic 
Focus® Shears on tissue resection.   

Device No of 
sample 

Mean 
cutting time 

(sec) 

Mean 
No of 

Vessels 

Bleeding 
case 

Hemostasis 
time (sec) 

 
Mesentery (10-cm-long segment each) 
Acrosurg.® 9 21.3 ± 

4.9 
17.1 1/154 (0.7%) 1.7 

Harmonic 
Focus® 

9 29.0 ± 
5.6 

18.8 2/169 (1.2%) 1.9 

  p < 0.05  NC NC 
 
Liver resection 
Acrosurg.® 9 40.1 ± 

6.9 
- 1/9 19.2 

Harmonic 
Focus® 

9 41.2 ± 
6.2 

- 1/9 2.4 

  NS  NC NC 
NS: not significant, NC: not comparative 



285 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

4 Discussion 

LigaSureTM Small Jaw Sealer (LS) and Harmonic Focus® Shears (HF) are two most 
commonly used electrosurgical devices in recent years. They are widely accepted in 
many surgical procedures because of their easy-to-use handling. The notable features 
of both devices are quick dissection with stable hemostasis and safe vessel control even 
in moderate-to-large size arteries. In previous studies, Harold KL et al. (2003) 
demonstrated that the mean burst pressure of electrothermal bipolar vessel sealer (a type 
of LigaSure’s family) was statistically higher than the burst pressure created by 
ultrasonic coagulating shears at 4 or 5 mm arteries[5]. Newcomb et al. (2008) showed 
the same result in a later study. Currently, LS reaches the peak pressure of 1261 mmHg 
on 5 mm vessels and is considered as a reliable device for arteries up to 7 mm[5-7]. 
Therefore, we conducted the comparative study between the Acrosurg.® and LS but not 
HS when testing vascular sealing function. In our study, BP by LS also achieved a 
record of 1000 mmHg and it tended to decrease with vessel size elevation whereas the 
Acrosurg.®, a device tailored to resection, could also approach a burst pressure of 882 
mmHg. The pressure at the vascular sealed edge was definitely higher than any maximal 
physiologic blood pressure. Such an endurance could secure any in vivo sealed vessel. 
Moreover, the scissor-shaped design helped microwave device resect tissues faster with 
less thermal injury. When applying for mesenterectomy, the Acrosurg.® expressed a 
significant performance not only in cutting speed but also in bleeding control. Besides, 
both Acrosurg.® and HF resulted in the same outcome in liver resection. In case of 
bleeding after liver resection, Acrosurg.® spent longer time for hemostasis. 
Nevertheless, because there was only one bleeding case out of total series for each 
group, it is impossible to attribute the longer hemostasis time to any reasonable factor. 
A larger sample size would be needed for statistical comparison. In fact, the microwave 
devices impact on tissues quite differently in comparison with other electrosurgical 
devices which transmit mechanical vibration (HF) or electric current (LS) directly to 
the tissue surface. Like electric oven, they provide electromagnetic energy to agitate 
water molecules inside, then heat the surrounding tissues and all portions of the given 
organ, therefore, will be coagulated at the same level concomitantly[8]. In the previous 
study, the microwave scissor-shaped prototypes were proved to be equivalent to LS and 
HF for lymphatic vessel sealing[9]. They also created effective coagulation and limited 
thermal spread in a rat hepatectomy[10]. Combined with relevant outcomes from this 
study, it is undeniable that microwave device can replace current electrosurgical 
products in many surgical procedures.  

5 Conclusion 

Microwave scissors (Acrosurg.®) achieved faster resection and similar coagulation in 
various types of tissue. Especially, it seems to be more effective on some specific tissues 
like the bowel mesentery when compared with one of the most secure surgical devices 
Harmonic Focus®. Therefore, microwave device can be a potential candidate for 
clinical trial. 
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Developing neural fuzzy-based unscented Kalman Filter 
model for atrial fibrillation onset prediction 

Cuc T. Bui 1, Phat K. Huynh1, Hao T. Phan2, Trung Q. Le1, Toi V. Van1  

1 International University - Vietnam National University, Vietnam 
2 Pham Ngoc Thach University of Medicine, Vietnam 

Abstract. Atrial fibrillation is the most common arrhythmia, which increases the risk of 
stroke by five times and potentially leads to embolism. Assessing the risk of developing 
PAF is important to avoid the risk of death; previous work has only focused on addressing 
the challenge for predicting the onset of paroxysmal atrial fibrillation (PAF) from the 
surface electrocardiogram (ECG) by constructing novel morphological-temporal features 
to heighten the accuracy of PAF classification outcome. In this paper, we propose a 
predictive modeling method based on a combination of Kalman filter algorithm and a 
neural fuzzy network to predict PAF onset for 70 patients suffering from PAF. Hence, 
we derive the feature AWSUM from our previous study about PAF clustering, which 
embodies the system dynamics before the occurrence of PAF, to employ our algorithm. 
After circumspect validation, statistics highlight the validity and utility of neural fuzzy-
based unscented Kalman filter algorithms for a case study in predicting PAF’s onset. 
Keywords: Unscented Kalman Filter, UKF, neural fuzzy network, PAF onset prediction, 
predictive modeling. 

1 Introduction 

Atrial fibrillation (AF) is the most frequent sustained type of tachyarrhythmia, which 
delineates shivering or irregular heartbeat that may result in stroke and other heart-
related complications. In the United States, AF is diagnosed in 2.2 million individuals, 
with an expanded frequency in the elderly people [1]. Based upon clinical symptoms, 
two major types of AF are paroxysmal or chronic [2]. Paroxysmal AFs (PAFs) are AF 
attacks enduring from 2 min to less than 7 days while chronic AF are attacking episodes 
that have the length of 7 days or longer. Chronic AF may be the ultimate result of PAF 
in almost 30% of the group of PAF patients [3].  

In terms of short-term prediction, time-series forecasting has always been a 
dedicated field, which has been successfully employed to serve for cardiovascular 
diseases diagnosis, diseases progress monitoring, and mortality rate estimation. This 
technique is the estimation of future values using mathematical and statistical models 
based on past observations or experiences, under certain assumptions about input data 
distribution, noise behaviors, and stochastic process. Short-term forecasting is divided 
into two main approaches, namely mathematical-based and physiological-based. 
Mathematical-based model yields estimation depending on the established 
mathematical description with a specified parameter set, whereas physiological-based 
model represents the system of interest in the human body with the consideration for 
various physiological factors, which cause complex behaviors in the system. 

In the traditional approach, researchers have extensively employed mathematical 
models to represent the system dynamics of cardiovascular diseases. Those models 



289 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

utilized the input data from Electrocardiography (ECG) and other bio-signals (namely 
blood pressure, pulse rate, and respiration) in capturing the behaviors of the complex 
system. However, multiple mismatches between realistic system and modeled system 
were discovered due to hardly-captured nonlinear dynamics and non-stationary 
attributes of cardiac activities. Several methods have attempted to adjust their 
techniques to derive a more plausible physiological-based model, which accounts for 
the coupling effects provoked from various biological processes and facilitates 
accuracy enhancement, but their current solutions seemed inconsistent and inadequate.  

Therefore, in this paper, we seek to address this challenge, by taking advantage of 
patient-specific time series model, state-space model - a hybrid of the mathematical-
based model and the physiological-based model to develop a novel method for PAF 
onset forecasting. Particularly, we propose a method, which incorporates the Kalman 
filter algorithm and neural fuzzy network to optimize the process of state-measurement 
estimation under the assumptions of statistical noise and monitor the transient changes 
while the system undergoes different phases. 

2 Literature Review And Background 

In the literature, various approaches have been proposed to address the challenge of 
predicting PAF onset, which can be categorized into premature atrial complexes (PAC) 
detection and heart rate variability (HRV) analysis - based methods. Zong et al. [4] 
investigated the number and timing of PACs in the  ECG  episodes. Thong et al. [5] 
conducted a systematic study using the number of isolated PACs followed by a regular  
RR  interval, runs of atrial bigeminy and trigeminy. In addition, Lynn and Chiang [6] 
analyzed non-linear features estimated from return map and difference map of HRV  
signal. In 2009, Maryam and Hassan [7] together developed novel HRV features 
including spectrum features, bispectrum features, and non-linear features to predict the 
occurrence PAF attacks.  Shumway [8] presented a predictive method through Dynamic 
Modeling of the PR interval of ECG signals with the ultilization of a artificial neural 
network, but the results were not well explained. 

Kalman filtering (KF - known as linear quadratic estimation) [9] is a set of recursive 
equations for determining the estimates of unknown variables given a series of 
measurements observed over time, which contains statistical noise and other variances. 
However, the main drawback of the KF algorithm is it is only applied for linear systems, 
which limits the plausibility of applications on the nonlinear system. One possibility is 
to linearize dynamic equations, which presented in The Extended Kalman Filter (EKF) 
[10]. This approximation, however, can generate large errors in the true posterior mean 
and covariance of the transformed random variable, leading to the divergence of the 
filter. The Unscented Kalman Filter (UKF) [10, 11] was introduced to address the 
approximation issues of the EKF. The state distribution is represented by a Gaussian 
Random Variable (GRV) [12], but instead of performing mean estimation of a single 
value, the GRV is specified using a minimal set of carefully chosen sample points, 
called Sigma points.   
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Adaptive Neuro-Fuzzy Inference System (ANFIS) [13, 14] is an algorithm 
developed in the early 1990s originating from Takagi-Sugeno fuzzy inference system. 
Since it incorporates the benefits of both neural network and fuzzy logic principles into 
a single framework, it manifests itself the potential and capability to approximate 
nonlinar functions. When combined with Unscented Kalman Filtering algorithm, 
statistics of GRV (mean and the covariance) are estimated through ANFIS, which 
perform a nonlinear transformation on the random variable. Our method adopts a novel 
method, a hybrid of Kalman filtering and Artificial Neural fuzzy network to investigate 
about the behaviors of PAF before onset and derive predictions correspondingly.  

The outline of the paper is as follows. The first and second section gives a brief 
overview of PAF, the relevant background, and various proposed methods that address 
prediction of PAF onsets. Section 3- Methodology presents the detailed method to 
elaborate on the progress of the algorithm. Section 4 consists of preliminary results and 
detailed implementations of the established model associated with statistics of 
evaluation. Section 5 concludes with undesired or unexpected results with circumspect 
explanation and justification, and the highlights of contributions and the future 
applications of this paper. 

3 Methods 

The block diagram of our algorithm is illustrated in Figure 1 comprises of four steps:  
(1) Database selection from Physionet, (2) Phase space reconstruction, (3) ANFIS 
training, (4) Unscented Kalman Filter prediction. In continue, each block is described 
in more details. 

 

 

 

 

 

 

Fig. 82. Block diagram of the proposed algorithm 

3.1 Database Description 
We selected the PAF Prediction Challenge [15] and the Long-term AF database [16] as 
the grounded database for method validation with other methods. For the first database, 

Database selection  

from Physionet 

Phase space reconstruction 

ANFIS training  

Unscented Kalman Filter prediction 



291 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Physionet provided 100 sets of ECG records from 98 subjects. Each set comprised of 
two records, each 30 min long. The two ECG records per set provided in this first group 
of subjects consisted of one record immediately prior to an episode of PAF, and the 
other record distant from any such episode. The second database provides a set of 84 
long-term (24-hour) ECG recordings of subjects with paroxysmal or sustained atrial 
fibrillation. Each record contains two ECG signals and two sets of annotations.  

3.2 Prediction Model 
Time-Delay Reconstruction. The features AWSUM, which was derived from ECG 

recordings of PAF patients of the Physionet databases above, was considered as a state 
variable represented by a time-series for each 30-min episode preceding PAF onset. For 
a window of size w, the proposed AWSUM feature is expressed as:  

𝐴𝑊𝑆𝑈𝑀(𝑡) =∑exp(
𝑡𝑖
𝜏
)

𝑛

𝑖

− 𝑒𝑥𝑝(
𝑡𝑖 − 𝑡𝑖−1 

𝜎
) . 𝑢(𝑡𝑖 − 𝑡 +𝑤) (2) 

  
Where u(t) is the unit step function, ti denotes the time of the ith detected Premature 
Atrial Complexes (PACs), which are clinical indicator of PAF onset, t is the current 
time, 𝜎, 𝜏 are free scale parameters, and w is the sliding window size. The first term 
exp (

𝑡𝑖

𝜏
) accounts for the exponential increase of the feature AWSUM as the time of 

detected PACs ti approaches the current time T, whereas the latter term 𝑒𝑥𝑝 (𝑡𝑖−𝑡𝑖−1 
𝜎

) 
penalizes the large distance between successive detected PAC peaks. The feature aims 
to quantify the behaviors of the system during that time, but insufficiently capture the 
intrinsic dynamics of it. Therefore, instead of using the actual state variables, namely 
AWSUM (t) and its derivatives, we applied time-delay reconstruction [17] computing 
successively delayed values of AWSUM (t).  

ANFIS: Adaptive Neuro-Fuzzy Inference System. The number of inputs to the 
network is equal to the number of state variables, i.e. the chosen dimension M derived 
from reconstructed phase space, and the responding output f is obtained after 
propagating inputs through all layers in the ANFIS network. For simplicity, we assume 
that there are two inputs In1 and In2, and one output f. Two rules were used in the 
method of “If-Then” for Takagi–Sugeno model, as follows: 

 𝑅𝑢𝑙𝑒 1 =  𝐼𝑓 𝐼𝑛1 𝑖𝑠 𝐴1 𝑎𝑛𝑑 𝑦 𝑖𝑠 𝐵1 𝑇ℎ𝑒𝑛 𝑓1 =  𝑝1 ∗ 𝐼𝑛1 + 𝑞1 ∗ 𝐼𝑛1 + 𝑟1 

 𝑅𝑢𝑙𝑒 2 =  𝐼𝑓 𝐼𝑛2 𝑖𝑠 𝐴2 𝑎𝑛𝑑 𝐼𝑛2 𝑖𝑠 𝐵2 𝑇ℎ𝑒𝑛 𝑓2 =  𝑝2 ∗ 𝐼𝑛2 + 𝑞2 ∗ 𝐼𝑛2 + 𝑟2 

Where A1, A2 and B1, B2 are the membership functions of each input In1 and In2 (part 
of the premises), while p1, q1, r1 and p2, q2, r2 are linear parameters in part-Then 
(consequent part) of Takagi–Sugeno fuzzy inference model.  

ANFIS architecture consists of five layers.  An adaptive node is integrated in the first 
and fourth layer, while the other layers contain a stationary node. A brief description of 
each layer illustrated in Figure 2 is as follows: 
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Fig. 83. The graphical representation of ANFIS architecture consisting of five layers. 

The ANFIS network establishes a certain set of rules to govern the feature AWSUM 
progression according to fuzzy logic. When combined with ANN, the fuzzy rules are 
deduced through a fuzzy inference system (FIS), which is able to adaptively learn, 
adjust the membership functions (Mfs), and reduce the percentage of errors in the 
specification of rules in fuzzy logic. 

The Unscented Kalman filter (UKF). To elaborate on our performace, the basic 
framework of mathematics is expressed for a general discrete-time nonlinear dynamic 
system as follows: 

𝑥𝑘+1 = 𝑭(𝑥𝑘 , 𝑣𝑘, 𝑢𝑘 , 𝑤) 

𝑦𝑘 = 𝑯(𝑥𝑘 , 𝑛𝑘 , 𝑤) 

Where 𝑥𝑘represents the unobserved state at time k, 𝑢𝑘is a known exogenous input 
(control input), and 𝑦𝑘  denotes observed measurement signal.  The process noise 𝑣𝑘 
governs the dynamic system, whereas the observation noise given by 𝑛𝑘 accounts for 
the noise variance within the measurement system. 𝑭 and 𝑯 are dynamic models to 
derive the next state and the measurement signal respectively through nonlinear 
functions, which are assumed to be known. The set of parameters 𝑤 is simultaneously 
estimated from the observed noisy signal 𝑦𝑘 . A visualization of a discrete time nonlinear 
dynamic system is shown in Figure 3. 
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Fig. 3. Discrete-time nonlinear dynamic system diagram  

Regarding our system, each time-delay embedding variable in the reconstructed phase 
space serves as a state variable under statistical noise 𝑣𝑘, which is assumably Gaussian 
noise. The control input 𝑢𝑘 is omitted, as there exists no external input feeding into the 
system. To explicitly specify 𝑭, having the ANFIS system of state variables 𝑥𝑘 enables 
for a candid representation in terms of fuzzy rules, which manifests the relationship 
between the current state and the next one. Thus,  𝑤 fundamentally consists of the 
required parameters of ANFIS, namely the membership function type, the number of 
membership function, and the training set size. 𝑯 is set to be identity function associated 
with again Gaussian noise 𝑛𝑘. The means and covariances of process noise 𝑣𝑘 and 
measurement noise 𝑛𝑘 are adjusted based on the residuals estimation derived from 
ANFIS algorithm.  

4 Implementations And Results 

4.1 ANFIS system 
Parameter tuning. The Sugeno fuzzy inference system using anfis entails the 

modifications in the hyperparameters for a specific application. Table 1 below 
represents the empirically chosen values of the hyperparameters and the diagram in 
Figure 4 demonstrates the type of inference used. 

 
 
 
 
 

Hyperparameters Optimal values 

Number of Epochs 300 

Number of membership functions 3 

Number of training data points (L) Half of total number of data points 

Input membership functions type Gbellmf (Generalized bell-shaped 
membership function) 

Output membership function type Linear 

Table 20. Optimal free parameters and corresponding search range. 
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Fig. 4. The diagram of the fuzzy inference system with the names of each input variable on the 
left (dim1, dim2, dim3), and the output variable of next state x(k+1) on the right.  

The function displays a representative high-level diagram of a fuzzy inference system 
trained by the feature AWSUM of an arbitrarily selected PAF patient, to which the 
time-delay embedding inputs are propagated. However, the sample membership 
functions shown in the boxes do not explicitly depict the actual shapes of the 
membership functions. There are totally 27 fuzzy rules being learned from the ANFIS 
system to characterize the relationship between successive states. 

Output surface of the system. To visualize the linear dependence of each rule on 
the input variables, we examined the output surface of the system. Figure 5 below 
illustrates a surface plot, which generates a 3-D surface from two input variables and 
the output of a FIS.  

 

Fig. 5. The surface view of the constructed rule base 

The output surface appears to be uniformly linear with the slope of the surface 
increasing toward the upper left corner. As seen, the shape of the surface reveals a 
positive linear mapping between the current state and the next state, but the elevation 
of the surface is more likely accounted for by the second variable dim2 as comparing 
the steepness between two variables with respect to the output variable.  
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4.2 Unscented Kalman Filter 
The Neural-fuzzy based UKF was implemented to perform 1-step prediction of the 
AWSUM feature time-series corrupted by additive Gaussian white noise. Figure 6 
shows the results of our algorithm applied on 1 specific patient data with 100 training 
data points, and the remaining points were used for testing. 

 

 

 
 

Fig. 6. Neural-fuzzy based Unscented Kalman filter prediction of the AWSUM feature time-
series of one representitive specific patient. The bottom graph shows the RMSE estimation of 1-
step prediction and the original data. 

The prediction errors RMSE showed high values with large variation (0.42 ± 0.24) 
when performing re-evaluation using trained ANFIS. However, the statistic reduced 
significantly to (0.34 ± 0.46) when testing on the remaining data points, sometimes 
overshootings occur due to the abrupt changes of the feature. 
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5 Conclusion 

In this study, we aim to develop a short-term forecasting method, in which we integrate 
the idea of Neuro-fuzzy logic inference system and Unscented Kalman Filter. The 
method assists physicians in making clinical decisions for PAF occurrence preclusion 
and treatment. Furthermore, it attempts to confirm the hypothesis proposed in a vast 
PAF clinical population and established a robust and reliable framework of prediction 
method depending on the aforementioned-extracted feature. The present findings have 
important implications for understanding the dynamic rules in the cardiovascular 
system under PAF inferred from ANFIS system, and track the nonlinearity variations 
associated with noise through UKF. However, there are potential shortcomings need to 
be considered, namely the generalization of the model and the justification of the 
underlying assumptions. Future studies should target to address this emerging 
challenge. 
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Abstract. Acoustic waves can hover and manipulate particles by the trapping 
effect. Since this energy has good penetration through the human tissues, acoustic 
manipulation have potential prospects for in-vivo environments. However, 
previous attempts are constrained to the common physical host fluids like air, 
water or oil. In this paper, we delineate the generation of acoustic traps to levitate 
a particle in a single and composite biological layer. Furthermore, we also provide 
a thorough analysis of the behavior of the acoustic traps subjecting to the increase 
of frequency for the single medium case. The formation of acoustic traps in 
human-imitating fluids plays a major role for non-invasive treatment, target-drug 
delivery, and in-vivo translation.   
Keywords: Acoustic waves, hover and manipulation, biological, in-vivo. 

1 Introduction 

Acoustic manipulation has been received with considerable interest during the last 
decades. Many studies have been conducted towards sound’s capabilities of levitating 
and manipulating various targets without physical contact. The rapid development of 
this technology has resulted in various applications such as crystallography [1], 
microfluidic fabrication [2], cell manipulation and separation [3], material 
transportation [4-6], biomaterials [7],  and levitation of small living organisms [8]. 
Additionally, due to acoustic’s good penetration and safety properties, in-vivo 
operations are prospectively executable. This is of paramount importance for 
biomedical applications, namely controlling capsules to specified organs or treating 
diseases by non-invasive tackling the disease-causing agent, etc. Despite this unlimited 
potential, previous studies have only focused on manipulating targets immersed in ex-
vivo medium (air, water or oil). Therefore, demonstrating the acoustic manipulation 
process in an in-vivo condition is highly desirable.   
Traditionally, hovering and translating microscopic particles require the generation of 
the complex energetic fields (referred to as “tweezers”) to trap them. The energies used 
to cause trapping effect historically originates from optics and magnetics [9,10]. It is 
until the past decade that acoustics tweezers have emerged and popularly practiced. 
Among the earliest acoustic levitating system is of the dual-beam configuration. Dual 
opposite transducers (or transducer arrays) generate standing-wave field whose nodes 
behave as traps to maintain the particles in suspended positions [11,1,5,12]. Later 
studies have witnessed single-beam acoustic tweezers [13,14], which are preferable due 
to its simple design and promising prospects for maneuvering applications. Single-
beam systems configured as one single transducer or an ultrasonic phased-array 
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generate acoustic tweezers that share similar characteristics with the optical tweezers 
[13]. Diverse single-beam acoustic tweezers have been reported. [15,16] demonstrated 
the capability of trapping particles through a single-focused acoustic beam utilizing a 
highly-focused ultrasonic emitter. [13,17] illustrated using a phased-array to form a 
vortex-based trap characterized by a helicoidal pattern and constituted by gradual phase 
change from 0 to 2𝜋 along the center axis; the x-y plane of this trap shows a high 
amplitude well surrounding a null-core where particles are trapped. Due to twister trap’s 
nature of exerting angular momentum, the trapped particle spins around its own axis. 
[13] discussed the generation of a twin trap utilizing various phased-array 
configurations. This trap, characterized by opposite phases between two halves of the 
array, is composed of two cylindrical fields of high amplitude that exposes tweezing 
force on the trapped expanded-polystyene (EPS) spheres in the x-direction. Trapped 
particles under the twin trap’s complex field can be rotated by adjusting its 
corresponding so-called signature.  
Based on these achievements, we generalized acoustic manipulation process in different 
biological host fluids using single-beam tweezers. In detail, we model the complex 
fields of these acoustic traps in surrounding artificial media imitating human biological 
environments, namely blood (for single-medium), and fat-muscle complex (for dual-
layered media). We also varied the driving frequency to investigate its effect on the 
morphology of the acoustic traps, potential energy and the radiation force on the same 
size particle. Moreover, we generate acoustic traps in idealized two-layered media of 
fat-muscle divided by a planar interface. This study provides insight into the creation 
of acoustic traps in the various biological media settings and suggest promising in-vivo 
acoustic trapping and manipulation utilizing the single-beam acoustic traps. 

2 Methods 

2.1 Determination Of Phase Delays Characteristic Acoustic Tweezers 
To create these single-beam acoustic tweezers, estimating appropriate phase inputs to 
drive an ultrasonic phased-array is of special importance. The phase modulation to drive 
the ultrasonic array emitting the acoustic traps are estimated as follows. The 
transmitting time from the individual loudspeaker to the focal point is calculated and 
referenced with a standard to derive the corresponding time-delay; separate sources 
then radiate the time-delay wavefronts to form the focused beam. This technique 
ensures that the compressional or shear bulk waves to arrive instantaneously at the 
desired focal point. The focal structure is subsequently added with the so-called trap 
signatures identifying the morphology of the corresponding traps. Here, we select two 
most preferred traps, namely twin trap and vortex trap. These traps have been reported 
experimentally to lure expanded polystyrene (EPS) particles stably thus serve as a 
foundation for acoustic manipulation process [13, 14]. Twin trap’s signature is 
characterized by opposite phase modulation between two halves of the array and shown 
to enforce rotation motion on the trapped particle. The signature of vortex trap is 
defined by a helicoidal phase alteration around the center axis, resulting in the particle’s 
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spinning action due to momentum exertion. By adding the phase values forming the 
focused beam with those representing the trap signatures, the combined phase 
modulation that shapes the steady acoustic traps are computed. Determining the phase 
modulation for dual-layered media is based on the same principle but necessitates the 
incident point positions at the interface, which can be computed by using an algebraic 
manipulation equation of the Snell’s Law equation with a 3-D coordinate 
transformation technique [18]. 

2.2 Theory Of Potential Energy And Acoustic Radiation Force: 
The simulation models justify the acoustic radiation force on the particles. Originally,  
particles suspended in the acoustic fields exhibit the so-called potential energy. Though 
several theories on this energy were discussed very early in the work of [19,20], it is 
until Gor’kov that the theory is more approachable thus widely practiced for 
manipulation applications. Bruus then once again explained the theory clearly with a 
complete demonstration of the underlying equations of the phenomenon [21]. The 
potential energy generated by a particle under the expectation of complex acoustic field 
is expressed as [13, 14]: 

𝑈 = 2𝐶1(|𝑝|
2) − 2𝐶2 (|𝑝𝑥|

2 + |𝑝𝑦|
2
+ |𝑝𝑧|

2) (1)   
 

where 𝑝 and 𝑝𝑥 , 𝑝𝑦 , 𝑝𝑧 denote the incident pressure and its first order spatial derivatives 
at the location of the particle; 𝐶1, 𝐶2 are two physical constants and expressed as: 

            𝐶1 =
1

4
𝑉𝑝 (

1

𝑐𝑓
2𝜌𝑓
−

1

𝑐𝑝
2𝜌𝑝
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                  𝐶2 =

3

4
𝑉𝑝 (

𝜌𝑓−𝜌𝑝

(𝜌𝑓+2𝜌𝑝)𝜔
2𝜌𝑓
)         (2b) 

where 𝑉𝑝 represents the volume of the object; 𝜌𝑓, 𝑐𝑓 demonstrate the density and the 
speed of sound in fluid, respectively; 𝜌𝑝 and 𝑐𝑝 represent the density of the particle and 
its compressional speed of sound. The volume and the difference in acoustic properties 
between the particle and the surrounding fluid contribute to decide the magnitude and 
sign of the potential energy. This implies that particles varied in size and properties 
under the same acoustics field behave distinctly [17].   

The radiation force emerges because of the interference between the incident and the 
scattered waves. This force impacting on the spherical object equals to the negative 
gradient of the potential, which is denoted by: 

                            𝐹𝑡 = −∇𝑈                                      (3) 

For our simulations, the conditional parameters are demonstrated as follows. 
Biological-imitating host fluids are selected as blood (for single medium) and fat-
muscle aggregate (for dual-layered media). The acoustic characteristics of these media 
are summarized in Table I. 
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These media are assumed to be ideal without resorting to the viscosity effect, energy 
absorption, and drag force. To simplify the discussion, we choose the particles with the 
radiuses significantly smaller than the driving wavelength (i.e: the Rayleigh regime). 
Hence, cellulose particles of 0.56 mm diameter with density 1400 kg/m3 and speed of 
sound 2973 m/s are chosen for these simulations. 

2.3 Finite Element Analysis: 
The acoustics fields are determined and visualized using finite element method 

(COMSOL Multiphysics 5.2). We use “Pressure Acoustics” interface to solve for the 
pressure defined in the Helmholtz equation. The array of 8x8 loudspeakers (9.9 mm 
diameter each) are positioned side-by-side without distance and operated with a 
frequency of 40 kHz. “Plane wave” boundary condition is used to define each 
loudspeaker with fixed pressure value over its surface area. The loudspeakers are 
defined with constant pressure amplitude and different phase delay. “Perfectly matched 
layer” is used to model the non-reflecting effect of acoustic waves. For the case of dual-
layered media, the continuity condition of acoustic pressure and velocity are 
automatically enforced when waves pass through the refractive interface. 

3 Results 

3.1 Acoustic manipulation in single biological medium-blood 
Acoustic manipulation originates from the creation of the acoustic tweezers that act as 
traps to hold the particles. Generation of the typical acoustic traps has been 
demonstrated in [13,14]. The focused beam can theoretically trap the particles; 
however, tends to push out dense particles. The capabilities of twin trap and vortex trap 
for levitating and manipulating particles were discussed and share similar 
characteristics with their optical counterparts. Figure 1 shows the three acoustic 
structures generated in blood as host fluid. 
 

TABLE I.  ACOUSTIC CHARACTERISTICS OF THE MEDIA IN THE MODELS 

Medium DENSITY 
(KG/M3) 

Speed of sound 

(m/s) 

Blood 1042.8 1570 

Fat 909.4 1450 

Muscle 1060 1585 
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Fig. 1.  Generation of acoustic traps a,b: Focus beam; c,d: Twin trap; and e,f: Vortex trap in blood 
The existence of particles in the acoustic fields creates the potential energy (Gor’kov 

potential). The cellulose particles tend to be attracted to the points where this energy is 
smallest. When the potential energy varies, the acoustic radiation force is formed and 
considered as the underlying force for levitation and manipulation phenomenon. Figure 
2 shows the trend of the cellulose particles to move to the center of the twin trap and 
vortex trap.  

 
Fig. 2.  Acoustic radiation force acting on the 0.56 diameter cellulose particles of 

a,b: Focus  beam; c,d:Twin trap; and e,f: Vortex trap at z = 40 mm.   Force contours 
illustrate the magnitude of the force and the arrows indicate the forces directions. 

Here, we increase the frequency to 120 kHz with a step number of  20 kHz to 
investigate what parameters are affected and how these changes correlate with the force 
acting on the cellulose particles. As can be seen from Figure 3 to Figure 6, with the 
increase of the driving frequency from 60 kHz to 120 kHz with a step number of 20 
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kHz, the structures of acoustic traps (twin trap and vortex trap) tends to be smaller and 
more concentrating to the levitation point. Additionally, the overall amplitude pressure 
also increases proportionally with the frequency rise. 

 
Fig. 3.  The cross-sectional view at the x-y plane at z = 40 mm of twin trap subjecting 

to increment of the driving frequency: a) 60 kHz; b) 80 kHz; c) 100 kHz, and d) 120 
kHz 

 
Fig. 4.  The x-z plane view of twin trap at y = 0 subjecting to increment of the driving 

frequency: a) 60 kHz; b) 80 kHz; c) 100 kHz, and d) 120 kHz 
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Fig. 5.  The cross-sectional view at the x-y plane at z = 40 mm of vortex trap gets 

smaller subjecting to the increase of the driving frequency: a) 60 kHz; b) 80 kHz; c) 
100 kHz, and d) 120 kHz 

 
Fig. 6.  The x-z plane view of vortex trap at y = 0 subjecting to increment of the 

driving frequency: a) 60 kHz; b) 80 kHz; c) 100 kHz, and d) 120 kHz 
The Gor’kov potential and total radiation force also rises with the frequency 

increment. These are expressed clearly in Table II and Table III. This trend shows that 
a suitable driving frequency is required to accomplish the desired radiation force. This 
is extremely necessary when the user clearly knows his wanting force and can alter the 
frequency parameter.  
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TABLE II.  CHANGE IN GOR’KOV POTENTIAL AND FORCE (TWIN  TRAP) 
PARAMETERS  

FREQUENCY 
GOR’KOV POTENTIAL 

(PJ) 
FORCE 
(PN) 

40 KHZ 0,014 0,784 
60 KHZ 0,031 0,499 
80 KHZ 0,044 1,055 

100 KHZ  0,052 6,536 
120 KHZ 0,058 10.906 

 
TABLE III.  CHANGE IN GOR’KOV POTENTIAL AND FORCE (VORTEX  TRAP) 

 PARAMETERS  
FREQUENCY 

GOR’KOV POTENTIAL 
(PJ) 

FORCE 
(PN) 

40 KHZ 0,016626 0,72017 
60 KHZ 0,034174 1.3166 
80 KHZ 0,050769 1.6375 
100 KHZ 0,059991 7.4414 
120 KHZ 0,068499 12.531 

 
Acoustic manipulation in idealized dual biological layers - fat and muscle 
To levitate the cellulose particles in the idealized dual-layered media consisting of 

fat and muscle, we utilize the Focal Law for an ultrasonic phased-array but accounting 
the Snell’s Law of refraction to precisely represent the ray paths from the sources to the 
focal point (levitation point). Figure 7 demonstrates the travelling pathway of each 
acoustic source to the focal point. As can be seen, the rays are bent due to the refraction 
effect. 

 
Fig. 7.  A demonstration on the travelling pathway from each source through its 

respective incident point to the focal point for a planar interface   
 
The phase retardation represent the acoustic traps are calculated based on the 

information of these incident points. As a result, the acoustic traps in the two immiscible 
tissues of fat and muscle are formed (Figure 8) 
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Fig. 8.  Generation of acoustic traps in dual-biological layered media composed of 

fat and muscle 
The magnitude and morphology of the acoustic traps generated in the fat-muscle 

complex media are nearly the same with the blood fluid because the phase retardation 
driving the loudspeakers for these two cases are rather similar. It is noted that to 
estimate the phase delays requires the information of the acoustic properties (density 
and speed of sound) of the surrounding fluids. These parameters almost equal for blood, 
fat, and muscle and thus the computed phase delays for both cases are likely to be close 
to each other. The fact that insignificant refraction effect between fat-muscle is also 
another reason for the slight consistency in phase delays between two cases. 

4 Discussion And Conclusion 

In this paper, we provide a thorough description on the acoustic manipulation 
procedures in various biological human tissues: a single blood medium and dual-
layered media of fat-muscle. Additionally, we also demonstrate the effects of driving 
frequency on the behaviour of acoustic traps in a homogeneous medium. Our study 
suggests that in-vivo acoustic manipulation can be theoretically executable, provide 
potential prospects for biomedical applications. However, there are still several factors 
that must be considered for appropriate clinical use. Factors like energy absorption and 
attenuation; existence of many contributing forces like drag force due to acoustic 
streaming, frictional force between the particles and the fluid etc; and the conversion 
from sound to heat energy leading to tissue destruction.  
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Abstract: Breast cancer is one of the most common and dangerous disease 
among women throughout the world whose incidence continues to increase 
rapidly, particularly in several Asian countries. Among well – known causative 
breast cancer genes like: BRCA1/2, PTEN, p53…, microRNAs (miRNAs), 
recently, have been proven to play a critical role in breast cancer development 
and can serve as a new potential biomarker for breast cancer detection. SNP 
rs4284505 located on miRNA 17–92 cluster host gene exhibits the strong 
association with breast cancer in Caucasian Australian. In this study, SNP 
rs4284505 is investigated to determine whether it can relate to breast cancer in 
Vietnamese patients. High Resolution Melting (HRM) method has been 
optimized to screen selected SNP, aiming at predicting the correlation of the 
chosen SNP and breast cancer in Vietnam. 100 breast cancer samples were 
examined. The optimal HRM protocol was constructed with high sensitivity 
(95%), specificity and stability. The polymorphism of SNP rs4284505 does 
occur in Vietnamese population with the MAF (G) = 44.27%. The G allele seems 
likely to have the protective effect to breast cancer [OR (95%CI) = 0.80 (0.54–
1.18)]. Nevertheless, this SNP is predicted not to be associated with breast cancer 
risk (p-value >0.05) due to small size and the computed control. Because of high 
polymorphism in patients, a further research should be conducted in a larger 
scale and in a suitable control group to validate the relationship between SNP 
rs4284505 and breast cancer in Vietnam. 
Key words: Breast cancer, SNP rs4284505, High Resolution Melting (HRM) 

1 Introduction 

Breast Cancer (BC) has been becoming the common disease and ranked the most popular 
leading cause of cancer death in women throughout the world [1]. According to 
GLOBOCAN 2012 in Vietnam, breast cancer became the first leading cause of cancer 
death which accounted up to 20.3% in the total of 54,476 cases at all ages. Hence, there 
is an urgent need in developing a low cost, high sensitivity, specificity, and simplicity 
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method which is suitable for Vietnam. 
To develop breast cancer prognosis methods, we need to understand deeply two main 
causes affecting them including the extrinsic factors mostly from unhealthy life style, and 
intrinsic factors which are: menopause state, family history, or genetic disorders [2]. A 
research conducted in 2006 reported that germ-line mutations in well-identified breast 
cancer susceptibility genes cause 5–10% of all breast cancers [3]. Therefore, these genes 
can be served as the potential biomarkers for early prognosis. 
In recent studies, microRNAs (miRNAs) have been proved to play a critical role and can 
become new potential biomarkers for breast cancer detection. Many Genome-Wide 
Association Studies have found numerous Single Nucleotide Polymorphisms (SNPs) 
which are located on miRNA and correlate with various human cancers with the function 
as tumor suppressors or oncogenes [4]. Among them, SNP rs4284505 was confirmed to 
have strong association with breast cancer in individuals of Caucasian Australians [5]. 
This SNP’s position is in the upstream region of miRNA 17–92 cluster regulating the 
expression of important genes which related to breast cancer development such as: Cyclin 
D1 (CCND1) [6], Estrogen Receptor α (ESR1) [7], Amplified In Breast Cancer 1 (AIB1) 
[8] proteins. Therefore, SNP rs4284505 is selected as a promising candidate for 
investigation of the association with the risk of breast cancer in Vietnamese. 
HRM is a sensitive technique for detection of single base change between otherwise 
identical nucleotide sequences based on difference in melting characteristic of variants 
[9]. Due to the benefits of time saving, low cost, and highly sensitive, this method becomes 
increasingly popular and innovative one. Hence, this study was conducted to optimize the 
HRM condition which is suitable for genotyping the selected SNP and to predict the 
association between SNP rs4284505 and breast cancer status in Vietnamese. 
 

2 Material and Method 

2.1 Subjects: 
100 whole blood samples were collected from breast cancer patients (40-67 years old) 
who were confirmed to have tumors in their breast at Oncology Hospital, Binh Thanh 
District, Ho Chi Minh City. DNA from blood samples was extracted by Salting–out 
method followed protocol of Hue et al [10]. 
 
2.2 Development HRM method: 
In silico Design: The sequence of SNP rs4284505 was identified using Gene Bank 
database. Primers for HRM Analysis was designed by Primer3plus, NCBI Blast, UCSC 
In silico PCR, Oligo Analyzer, and Umelt Hets.  
HRM Optimization: The annealing temperature (Ta) optimization was performed in range 
59oC–69oC by thermal cycle PCR Eppendorf instrument and HotStarTaq DNA 
polymerase, Qiagen. Components for 10µL PCR reaction included: 1X PCR buffer, 
0.2µM dNTP, 0.2µM per each primer (forward and reverse), 0.05 units HotStarTaq, 20ng 
DNA and H2O. 
The three control samples were identified based on the displayed different melting curve 
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patterns thanks to SYBR family dye and confirmed by sequencing (ABI3130).  
Further optimization by adjusting the [MgCl2] was conducted at 1.5mM, 2.0mM, and 
2.5mM MgCl2 to achieve the best discrimination between three identified controls. 
HRM method validation:  The evaluation is examined through three parameters: 
sensitivity, specificity, and stability. 
2.3 Genotyping and Association prediction:  
The optimal condition for HRM was applied to genotype 100 cases. The results were 
analyzed using LightCycler® 96 SW 1.1 software.  
Then, three main genetic and an allelic model were used to determine the association 
between SNP rs4284505 and breast cancer in Vietnamese population. These tests were 
analyzed by R software version 3.4.2 

3 Result 

3.1 Development of HRM Method:  
A primer set has been selected (Table 1) which is suitable for amplifying the amplicon 
containing the selected SNP and also gave three distinguished melting curves for three 
genotypes of rs4284505 (Fig.1) 

Table 21. Primer sets for HRM 

Primer Sequence (5’3’) Tm 

HRM-F TCCTGCCCGGTCTTCTGTTCCT 65.4 

HRM-R GCAACGACGAGCCTGCCTTTTT 64.7 

 

 

Fig. 84: The predicted melting curves (A) and melting peaks (B) of rs4284505 on Umelt Hets at 
[Mg2+] = 3.0mM.  

A B 
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HRM Optimization: After running conventional PCR to figure out the best Ta, the 
result was analyzed by gel electrophoresis. From the Fig. 2, 67oC can be served as the 
optimal temperature for annealing because this band is the brightest and sharpest.  

 

 

Fig. 85: Annealing temperature for HRM primer set. 

Since Ta was determined, seven random samples were chosen to run HRM assay, under 
the condition of 3.0mM MgCl2 and Ta = 67oC. Three controls were identified and 
confirmed by sequencing (Fig. 3). 

 

 Fig. 86: Identifying control samples by sequencing. 

After identifying, these controls were used as template for adjusting the [MgCl2] to 
obtain the best HRM optimization. With the [Mg2+] = 1.5mM, the ∆Tm between two 
homozygous equaled 0.11oC and three standard curves group together (Fig. 4A1). For the 
[Mg2+] = 2.0mM and 2.5mM, three different genotypes were grouped into three distinct 
curves (Fig. 4B2; 4B3) and ∆Tm was >0.4oC which was acceptable. Hence, [Mg2+] = 
2.0mM and 2.5mM were run for clearer observation in the bigger scale. 
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Fig. 87: The three tested MgCl2 concentration. Note: A1, A2, and A3: Normalized melting 
curve; B1, B2, and B3: Normalized melting peak 
Of [Mg2+] = 2.0mM, all samples were clustered clearly into three groups (Fig. 5A1). From 
Fig. 5B1, the blue curve was sharper and smoother compared to that at 2.5mM Mg2+ (Fig. 
5B2). About [Mg2+] = 2.5mM, all samples were not well clustered in Fig. 5A2.  There 
seemed to be a small peak appeared in both blue and red curve when Tm was in range of 
82 – 84oC (Fig. 5B2). Thus, [MgCl2] = 2.0mM was selected as the optimal condition in 
this HRM performance. 

 

Fig. 88: Eight testing samples for [Mg2+] = 2.0mM, and 2.5mM. Note: A1, A2: 
Normalized melting curve; B1, B2: Normalized melting peak. 
Validation of HRM method:  
Sensitivity: 5/100 samples did not show the amplification. Hence, the method’s sensitivity 
was 95%.  
Specificity: The Tm of the three genotypes expressed a significant difference (p-value 
<0.001) in either control samples (Table 2) or tested samples (Table 3).  
Table 22: The melting temperature specificity in positive controls. 

Genotype  Positive controls p-value  

(ANOVA test) No. test Tm̅̅ ̅̅  ± SD (oC) 

AA 6 81.09± 0.10 < 0.001 

AG 6 81.11± 0.16 

A3 

B2 

A2 

B1 

A1 

A1 

A2 

B2 

B3 
B1 
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GG 6 81.60± 0.11 

Table 23: The specificity of melting temperature in tested samples. 

Genotype  Tested samples p-value  

(ANOVA test) No. test Tm̅̅ ̅̅  ± SD (oC) 

AA 30 81.14± 0.15 < 0.001 

AG 43 81.26± 0.18 

GG 19 81.56± 0.12 

 

Stability: Each genotype can be distinct from others via Tm, which were seen in the 
positive control (Table 4) and the tested samples (Table 5), except the heterozygote in 
tested samples. However, the heterozygote, with two-peaks unique pattern compared to 
the other two homozygotes, is easily identified without mistake.  
 
Table 24: The stability of positive controls  

Genotype  Positive controls p-value  

(t test) No. test Tm̅̅ ̅̅  ± SD (oC) 

AA 6 81.09± 0.10 1.00 

AG 6 81.11± 0.16 1.00 

GG 6 81.60± 0.11 1.00 

 
Table 25: The stability of tested samples. 

Genotype Tested samples p-value  

(t test) No. test 𝑇𝑚̅̅̅̅̅  ± 𝑆𝐷 (oC) 

AA 30 81.14± 0.15 0.09 

AG 43 81.26± 0.18 2.44 × 10−6 

GG 19 81.56± 0.12 0.16 

Genotyping and Association prediction: 100 samples of Breast Cancer patients were 
genotyping by the optimal HRM assay above. The typical result based on three types of 
curves was illustrated in Fig.6  
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Fig. 89. The melting curves and melting peaks analysis of rs4284505 by HRM showed 3 different 
genotypes. The green, blue and red curve presented AA, GG and AG genotype, respectively. 

Table 6 presented the frequencies of each genotype as well as each allele. The HWE 
was adequate for genotyping results. The frequencies of the three genotypes of SNP 
rs4284505: AA, AG, and GG were 32.29%, 46.88% and 20.83% in 100 cases and 
24.75%, 50.50%, and 24.75% in controls (1000 Genome), respectively.  

Table 26. Genotyping of rs4284505 in Vietnamese population. 

Sample  Genotype Allele p-
value 
(HWE) AA AG GG A G 

Case  31 

32.29% 

44 

46.88% 

20 

20.83% 

107 

55.73% 

85 

44.27% 

0.68 

Control 

(1000 
Genome)  

25 

24.75% 

51 

50.50% 

25 

24.75% 

101 

50% 

101 

50% 

1.00 

The association analysis in neither allelic nor genotypic model did not show the significant 
difference in the frequencies of alleles or genotypes between cases and controls (p-value 
>0.05) (Table 7). However, the G allele may show as a protective function (OR [95%CI] 
= 0.8 [0.54–1.18].  

Table 27. Allelic and genotypic association analysis. 

Analysis model  OR 95% CI p-value 



316 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Allele  G vs A 0.80 0.54-1.18 0.2596 

Addictive  GG vs AA 0.65 0.29-1.42 0.4845 

AG vs AA 0.71 0.37-1.38 

Dominance  [GG+AG] vs AA 0.69 0.37-1.29 0.2407 

Recessive  GG vs [AG+AA] 0.80 0.41-1.56 0.5121 

4 Discussion:  

With the successful in developing HRM method, SNP rs4284505 has been screened in 
the Vietnamese breast cancer patients with the Minor Allele Frequency (MAF) G is 
44.27%. This frequency was also high in Kinh healthy control 50% (compute from 1000 
Genome). This indicated the highly polymorphism of the SNP rs4284505 in Vietnamese 
population. Comparing to Caucasian Australian [5], the MAF (A) in Genomic Research 
Center Breast Cancer (GRC-BC), and Griffith University-Cancer Councils Queensland 
Breast Cancer Biobank (GU-CCQ BB) patients equals 38.3%, and 35.9%, respectively 
while this frequency is 46.9%, and 41.2% in GRC-BC, and GU-CCQ BB control (Table 
8). 

Table 8. Frequency of rs4284505 in Australian population [5]. 

Population Allele p-value 

A (%) G (%) 

GRC-BC population Control 46.9 53.1 0.01 

Cases 38.3 61.7 

GU-CCQ BB population Control 41.2 58.8 0.03 

Cases 35.9 61.4 

The association prediction conducted in this study did not reveal the SNP rs4284505 is a 
good candidate for association. However, due to the computed data and the small sample 
size that make the result of analysis is not strongly reliable. With OR (95% CI) = 0.80 
(0.54–1.18), p-value = 0.2596, this result pointed out that the existence of G allele might 
reduce the breast cancer risk up to 0.80 times compared to A allele. However, all genetic 
models exhibited the high p-value (>0.05) indicated no significant differences between 
distinct genotypes or alleles on incident rate in Vietnamese patients. According to San 
Diego et al. (2015) [5], SNP rs4284505 was proved to have a strong association to breast 
cancer at the allelic level in two Caucasian-Australian study cohorts (GRC-BC p=0.01 
and GC-CCQ BB p=0.03) and the presence of A allele seems to have the protective effect 
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on susceptibility to breast cancer. There is a conflict in the function of the G allele in 
Vietnamese and Australian. 
Main reasons for difference between Australian Caucasian and Vietnamese might be 
come from the sample size of the research and the gene pool. In Australian, they studied 
in total of 431 individuals (in GRC-BC) and 679 samples (in GU-CCQ BC) while there 
were only 100 breast cancer patients that had been collected and identified in this study. 
Another factor that impact to the contrast can be explained by the distinct in genetic 
variants. Two countries are separated by the huge geographic distance so that, there is no 
close–relationship among these populations and SNP may be evolved in different way 
under the natural selection. Therefore, sample size and genetic information can be 
considered as the most important parameters to evaluate the association of SNP with 
breast cancer in case/control studies in specific population. Thus, based on high 
polymorphism, SNP rs4284505 is needed to be continued study in a bigger sample size 
and suitable control group to confirm the type of association between its alleles and the 
breast cancer risk. 
 

5 Conclusion and Suggestions 

This study has been success in developing the HRM method for genotyping SNP 
rs4284505. This is the first study investigating SNP rs4284505 in Vietnamese breast 
cancer patients. Nevertheless, due to the high polymorphism with MAF (G) = 44.27% in 
case population, our finding requires further validation in suitable control group, larger 
scales or different ethnicities to obtain the clearer association between SNP and breast 
cancer.  
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Abstract. Aim: This report intends to illustrate the different outcomes between a 
dental implant and transplant. Materials and methods: Our literature review 
showed 812 papers related to the use of concentrated growth factors (CGF) in 
implantology, but none of them report on the study of the application of CGF on 
dental implant and transplant. Therefore, this paper will be a two-case report 
instead of systematic review. The first case is the application of CGF on dental 
implant therapy on a thirty-year-old male. Case two is the application of CGF on 
a tooth transplant in a fifteen-year-old male patient. Results and discussion: Case 
one – CGF has facilitated the osseointegration process effectively with no 
complications. Case two – Healing was uneventful, however, there was some 
evidence of root resorption. Conclusion: CGF application in dental implant 
treatment appears to be more predictable compared to its application in 
transplants within the limits of this two-case report. 
Keywords: Dental Implant, Dental Transplant, CGF. 

1 Introduction 

Some studies show that the addition of growth factors in wound tissue effectively 
accelerate the growth of wound healing consequently increasing the success rate of 
bone grafting and implant therapy [1]. The process of bone healing is affected by 
several factors such as the size and type of defect as well as the ability to obtain primary 
stability [2]. Primary stability at implant placement is critical for successful 
osseointegration. To overcome vertical deficiencies and insufficient bone volume; 
autografts, allografts, xenografts, alloplastic grafts, or combinations of different graft 
materials have been used to accommodate dental implants. To date, there are limited 
studies indicating implant survival rate on bone formation using concentrated growth 
factors (CGF) alone [3]. Thus, clinicians can use a CGF barrier membrane to speed up 
soft tissue healing on top of mixing it with bone graft [3]. The barrier membrane is 
necessary to prevent ingrowths of soft tissue. Pain, inflammation and bleeding are 
reduced when CGF is applied to grafted areas [3].  

Another technique used to replace missing teeth is with tooth transplants. 
Autogenous tooth transplantation (autotransplants) allow primary wound healing, 
preservation of bone contours as well as faster repair or damaged tissue regeneration. It 
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is the surgical movement of a vital or endodontically treated tooth from a donor site to 
another area in the mouth. Autotransplants are a viable option for tooth replacement for 
carefully selected patients, donor tooth and the recipient site. Ideally, candidates should 
be in good health and demonstrate adequate oral hygiene as well as follow post-
operative directions properly. The recipient site preferably should have enough bone 
support with attached keratinized tissue. Most importantly, the patient’s donor tooth 
needs to be extracted as atraumatic as possible with optimal results obtained when roots 
are one half to two thirds developed. Minimal time between transfer from donor to 
recipient site and no injury to the periodontal ligament assists in the success rate. [4] 

There has been a recent spotlight placed on tissue engineering involving the use of 
stem cell therapy to repair or replace injured tissue [5]. In addition, there is no evidence 
to suggest biological concerns with the use of CGF as they are recruited and used from 
the blood of the same individual [1].  

Regenerative processes can be affected by dead space formation, coagulum 
contraction, serum extrusion or microbial infections [2]. Nowadays, CGF is being 
explored for the prospect of its application in tissue regeneration [6]. CGF is a fibrin 
matrix rich in growth factors, which prevents the displacement of the bone graft 
particles during healing. CGF is the condensation from blood, therefore, it contains 
most of the growth factors available such as vascular endothelial growth factor (VEGF), 
platelet derived growth factor (PDGF), transforming growth factor (TGF), insulin like 
growth factor 1 (IGF 1) and epidermal growth factor (EGF) as well as stem cell 
progenitors such as CD34+ and CD45 [10]. The platelet gel helps accelerate the 
migration of fibroblasts and revascularization [7, 8]. They play a role in cell migration, 
cell proliferation and angiogenesis in tissue regeneration phase [9]. These factors that 
regulate complex processes during wound healing are primarily found in blood plasma 
and platelets. 

Kim et al. [1] found that many parameters are involved in the use of growth factors 
to obtain the desired result in bone regeneration such as the concentrations of growth 
factors and the individual’s state of health at the recipient site. They concluded that it 
accelerates bone regeneration thus reducing the time before the placement of implants 
[3]. In addition, Sohn, Moon [3] advised that when combined with guided bone 
regeneration (GBR) and guided tissue regeneration (GTR), CGF was more effective in 
bone formation. Hence, the objective of this paper is to document two clinical cases on 
a transplant and implant case as well as draw some conclusions/recommendations. 

2 Materials and Methods 

Griffith University has provided human ethics approval (Ref No: 2018/213). All 
patients were informed about the treatment, oral and written consent was obtained.  

In this two-case report, the two patients were selected for from records of a private 
dental clinic. Patient details that were taken into consideration included medical history, 
demographic details and environmental factors. Case one – thirty-year-old male who 
underwent dental implant therapy with CGF. Case two – fifteen-year-old male who 
underwent tooth transplant with CGF. 
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CGF corpuscles were harvested as per procedure of [10]. Preparation of the CGF 
was performed within 30 to 60 mins with the use of standard equipment. Using the 
patient’s forearm, 40mL of venous blood was obtained and divided into 4 Vacutainer® 
(2 red and 2 white) 10mL glasscoated test tubes. The red tube is internally coated with 
serum activator while the white tube has no adaptive coating. Hence, the red tube is 
used for making fibrin membrane and the white tube is used for making sticky bone. 
The tubes were then centrifuged with a CGF centrifuge (MEDIFUGETM, Silfradentsrl, 
S. Sofia, Italy). It was programed with the following speeds: 2,700 rpm 2 min, 2,400 
rpm 4 min, 2,700 rpm 4 min, and 3,000 rpm 3 min. The blood sample is then represented 
by four layers, however, it was the buffy coat (second layer) consisting of large and 
dense polymerized fibrin block and the growth factor layer (third layer) including white 
cells and stem cells that made up the CGF. Isolated CGF was harvested through these 
layers after pouring off the top serum layer (Platelet Poor Plasma or PPP). The 
uppermost layer was represented by serum (blood plasma without fibrinogen and 
coagulation factors) and the lowest red layer was platelet-rich coagulation. Care was 
taken to continually agitate the samples as platelets would begin to settle to the bottom.  

Following manufacturer protocols, the CGF was used to make sticky bone and fibrin 
membrane. Condensing the coagulum from the red tube constitute the fibrin membrane 
while the extract from the white tube is used for fabricating sticky bone. Sticky bone is 
a mixture of Geistlich Bio-Oss® (bovine demineralized freeze-dried bone) and Osteon 
(hydroxyapatite and calcium triphosphate, MIS 4Bone®). 

Surgery was performed under local anesthesia using 4% Articaine with 1:100,000 
epinephrine with a maxillary infiltration/block. Antibiotic prophylaxis is taken one day 
before the procedure: Augmentin Duo 500/125, Metronidazole 200mg and 
Dexamethasone 20mg (3 days). Standardized intraoral radiographs were taken (60kV, 
7mA, and 0.25s) of the grafted regions using Super-Bite™ Kerr X-ray holders. ASA 
laser was used to maximize the wound healing process using the setting recommended 
by the manufacturer for these surgical protocols. Hence, MLS® (Multiwave Locked 
System) impulse was used to radiate the sites for three minutes. 

3 Results 

3.1 Case One 
The thirty-year old male was initially referred to an oral surgeon by a general 
practitioner for treatment of the upper left first premolar (tooth 24). The 24 suffered 
from trauma as a result from an assault in a mental institution. On examination, intraoral 
periapical radiograph and cone beam CT revealed the tooth had a vertical crack 
consequently leading to a poor prognosis. Due to the injury, the 24 warranted an 
extraction. It was noted that the adjacent tooth (25) was extracted more than two years 
ago. Bone resorption was detected in horizontal and vertical dimensions for both the 24 
and 25. In addition, the root of the 24 extruded into the left maxillary sinus. As such, 
both teeth also had a minor soft tissue defect. The 24 was subsequently extracted and 
left to heal for ten weeks.  
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Thereafter, two screw type titanium implant fixtures were placed in the 24 and 25 
regions in conjunction with GBR, GTR and CGF. Initial site stability of implants was 
achieved by a 1-step down undersized osteotomy and the placement of a self-tapering 
surface modified titanium alloy implant (Blue Sky Bio bone level internal hexagon) 
similar to that of Straumann SLA (sandblasted large grit and acid etched) implant. This 
technique was chosen due to the autologous nature of the procedure as described in the 
method. Throughout the procedure there was no evidence wound dehiscence or 
complications thus the result was very satisfactory. This was left in place for six months 
before the two implants were exposed for second stage surgery. This involved placing 
healing abutments. The wound was left for one month intended for soft tissue 
maturation prior to implant crown impression. After three weeks, two abutments in 
conjunction with a two-unit porcelain fused to Zirconia (PFZ) bridge was inserted in 
the implant fixtures. 

The implant has been stable for a period of 6 months loading. CGF as an adjunct to 
bone grafting and simultaneous implantation is efficient and efficacious. Post 
prostheses insertion X-rays showed successful new bone formation. During the period 
of post-implantation observation, there was no wound infection, or loss of any implant. 
The patient was very happy with the final outcome in terms of function, aesthetics and 
ease of cleaning. 

 
Fig. 90. CASE ONE (A) Pre-operative radiograph before extraction of the 24 with vertical root 
fracture (B) CGF in the Vacutainer® glasscoated test tubes (C) CGF fibrin membrane (D) Sticky 
bone was formed by mixing CGF with bone graft material using Geistlich Bio-Oss® (bovine 
demineralized freeze-dried bone) and Osteon (hydroxyapatite and calcium triphosphate, MIS 
4Bone®) (E) Placement of CGF sticky bone and membrane after the placement of two implant 
fixtures (F) Intraoral periapical radiograph of the two implant fixtures with healing abutments 
(G) Clinical photo after final restoration with two-unit PFZ bridge (H) Intraoral periapical 
radiograph of the two implant fixtures final restoration with two-unit PFM bridge. 

3.2 Case Two 
The fifteen-year-old male patient had pervious history of surgical removal of all upper 
right molars (teeth 16, 17 and 18) due to fibrosis. As a result of the surgery there was 
severe bone and soft tissue defects. Because of the patient age and financial reasons, 
implants were not a feasible treatment option at this stage. Due to the advancement of 
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CGF technology, there was a glimpse of hope that tooth transplantation was possible at 
the 16 location using an extracted 28.  

The 28 was extracted with minimal invasion using a surgical technique with a 
mucoperiosteal flap. To ensure there was no damage to the entire crown and pulp, the 
16 transplant sites was prepared by means of trephination. The 28 was then implanted 
into the prepared site and covered with CGF sticky bone and fibrin membrane to 
complete the GTR and GBR technique. Post-operative instructions are to avoid 
mastication on the transplanted tooth and maintain a soft food diet. 

The transplant therapy was uneventful. Patient experienced minimal pain and 
swelling. Clinically, there was no evidence of wound dehiscence or infection. The 
endogenous graft is entirely autologous as it is produced from the patient’s own blood. 
However, root resorption was evident, which was expected as it is the most common is 
cause of failure in autotransplantation.  

 
Fig. 91. CASE TWO (A) Pre-operative panoramic illustrating the recipient (16) and donor (28) 
site  (B) CGF in the Vacutainer® glasscoated test tubes (C) CGF blood clot (D) CGF was mixed 
with sticky bone and membrane using Geistlich Bio-Oss® (bovine demineralized freeze-dried 
bone) and Osteon (hydroxyapatite and calcium triphosphate, MIS 4Bone®) (E) Placement of the 
atraumatically extracted 28 in the position of the 16 (F) Suturing of the socket after placement of 
the CGF sticky bone and membrane (G) Intraoral periapical radiograph of the auto transplanted 
tooth immediately after the procedure (H) Intraoral periapical radiograph of the auto transplanted 
tooth three months after the procedure  

4 Discussion 

There are advantages and disadvantages to each surgical procedure. The auto-
transplantation was a much more time-consuming procedure (approximately 3 hours) 
as two minor surgical procedures had to be performed. The use of implants using was 
less time consuming (2 hours) and provided good predictability regarding function and 
aesthetics. In term of cost in both procedures, implants were more expensive than auto 
transplant. However, the outcome of the auto transplant was unpredictable, 
nevertheless, this does not mean that the procedure should be disregarded. Overall, 
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implants are an efficient, predictable, and a well-established technique, which offers 
good functional and aesthetic outcome compared to autotransplants.  

This study agrees with literature [1, 3, 6] that the use of GCF with GBR and GTR is 
an effective method to reduce healing time and increase bone regeneration. Layers of 
growth factors that make up the fibrin-rich CGF clot await stimulation and 
differentiation into specialized cell types. Furthermore, CGF contains cytokines that 
promote cell proliferation, growth, maturation, and matrix production [5]. In these two 
cases, the CGF acted as a tissue sealant, scaffold and a drug delivery system. The ability 
to obtain autologous CGF quickly makes it easy and inexpensive. As it is the patient’s 
own blood, there is little to no risk of transmissible and allergic diseases.  

5 Conclusion 

Despite limited literature on the use of autotransplation compared to implants, this 
report shed some light on the applications/benefits of each technique. The implants used 
in case one did not result in adverse effects. However, the auto transplanted tooth in 
case two displayed signs of root resorption. Within the limits of this two-case study, it 
showed that implants are an efficient and cost-effective method to replace missing teeth 
as opposed to auto transplantation.  
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Abstract. N,O carboxymethyl chitosan - aldehyde hyaluronic acid (NOCC-
AHA) hydrogel has been proved for successfully cutaneous wound healing due 
to its porosity, water uptake and biocompatibility. Modification of poly (vinyl 
phosphonic acid) (PVPA) and biphasis calcium phosphate (BCP) nanoparticles 
into NOCC-AHA matrix is expected to fabricate a hydrogel for bone 
regeneration. BCP is main factor of osteogenesis, which shows excellent 
osteoconductivity, osteoinductivity, biodegradability. Besides, PVPA containing 
P-C groups in structure support bonding between bone and hydrogel matrix, and 
increase of bone formation by eliminating osteoclast apoptosis. This research 
investigates an optimal NOCC: AHA ratio loaded PVPA and BCP in order to 
optimize the formulation of injectable bone hydrogel. The optimal NOCC-AHA-
PVPA-BCP was biocompatible, and showed the porosity, pore size were 
favorable for bone regeneration, which was confirmed through scanning electron 
microscope. However, degradation rate of this hydrogel needs improving in 
further research. 
Keywords: Hydrogel, bone, N, O carboxymethyl chitosan, aldehyde hyaluronic 
acid, poly (vinyl phosphonic acid), biphasis calcium phosphate. 
 

1 Introduction 
Bone is a highly-vascularized component of the skeletal system and is considered as a 
living tissue with the regenerative ability. Bone can regenerate the injury from 6 to 10 
months depending on its extent, individual physical and age. Cast immobilization, bone 
transplantation and stem cell therapy are the most common treatments for bone defects 
[1]. However, patients usually either feel uncomfortable when wearing a plaster or 
fiberglass cast for a long time or having inflammation, swelling after a transplantation 
surgery. To overcome these obstacles, novel biomaterials for bone fracture regeneration 
are continually developed, which aims at favoring optimal bone integration in the 
scaffold, up to complete bone regeneration [2, 3]. Hydrogels are among the most 
promising biomaterials in regenerative medicine applications: they are very flexible 
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materials that allow a number of different properties to be targeted for different 
applications, through appropriate chemical modifications [4]. 

 

Hydrogel formulated by N,O – Carboxymethyl Chitosan (NOCC) – Aldehyde 
Hyaluronic Acid (AHA) has been known for cutaneous wound healing capacity [5] and 
having the same structure of hard bone matrix [6], which makes a biodegradable 
environment to load some potential biomaterial enhancing bone regeneration. However, 
almost hydrogel systems, including NOCC-AHA, lack the capacity to mineralize 
preventing the application in bone substitutes. The concept of combining a hydrogel 
with inorganic phase is inspired by the composite nature of bone itself [7]. There are 
many advantages of adding an inorganic phase such as providing nucleation for apatite 
layer formation, providing cell adhesion sites for enable integration with surrounding 
bone tissue [8, 9].  

 

Poly (vinyl phosphonic acid) (PVPA), a phosphonate-containing polymer, is 
hypothesized to mimic the action of bisphosphonates, a group of drugs used in the 
treatment of osteoporosis. Due to the P-C groups in structure, it is speculated to imitate 
the P-C-P backbone found in bisphosphonates which act by eliminating osteoclast 
apoptosis leading to an increase in bone formation [10]. One of the most important 
functions of PVPA is that they can assist in the bone-bonding between the restorative 
material and the native bone tissue [11] due to its similarity to the phosphate groups of 
the natural bone hydroxyapatite [12].  

 

Biphasic calcium phosphate (BCP) composed of Hydroxyapatite 
(HAp:Ca10(PO4)6(OH)2) and beta Tricalcium phosphate (β-TCP: Ca3(PO4)2, synthetic 
materials for bone replacement and novel biomaterials with similar properties to native 
bone. Its composition and structure are similar to mineral phase of bone and be 
processed to have osteoconductive properties, allow osteogenesis to occur and form 
tight bonds with host tissues [13]. BCP showed excellent osteoinductivity, 
osteoconductivity, bioactivity, and biodegradability among potential calcium 
phosphate substances. It offers the capable of supporting bone cells adhesion and evenly 
distribute over injured area.  

 

Hence, the aim of the research is optimization of NOCC-AHA-PVPA-BCP hydrogel. 

The ratio between NOCC and AHA was varied and loaded constant PVPA and BCP. 
Porosity and pore size of samples acquired were compared and confirmed through 
scanning electron microscope. Additionally, degradation rate and cell viability were 
also determined in order to conclude an optimal hydrogel formulation for bone 
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regeneration. This hydrogel is expected to stimulate bone forming and mineralization 
thanks to the support of the AHA-NOCC network, calcium and phosphate ions from 
BCP and PVPA.   

2 Materials and Methods 
2.1 Fabrication NOCC-AHA-PVPA-BCP hydrogel 

Synthesis of AHA 0.8 g of Hyaluronic acid sodium salt (HA, Sigma-Aldrich) was 
added with 80 mL of distilled water and 4 mL of 4.25% NaIO4 and stirred within 2 
hours, 60 0C. After that, 0.4 mL of ethylene-glycol was added in the solution and 
continued to stir in 1 hour, 60 0C. The final solution dialysed in 3 days.  

Synthesis of NOCC 2 g of chitosan (CS, Sigma-Aldrich) was added with 20 mL of 
Isopropanol and 20 mL of 50% NaOH (w/v) and stirred in 2 hours, 600C. Then, 20 mL 
of cinnamylidenne acetic acid (CAA) was added by drops into the mixture within 20 
minutes and stirred in 2 hours, 60 oC. The residue was washed with 80% ethanol three 
times and finally added with 66.67 mL distilled water and stirred until it dissolved 
completely, and the final solution was dialysed in three days.  

Fabrication of NOCC-AHA-PVPA-BCP hydrogels 5 mg Biphasic calcium 
phosphate (BCP) is mixed with 3 µl of Poly (vinyl phosphonic acid) 30% (PVPA, War-
rinton, PA, USA) 30%. Then, NOCC and AHA are added into an envedop, respectively. 
Three NOCC: AHA ratios which are 7:3, 6:4, and 5: 5 were selected to investigate the 
effect of PVPA and BCP on the formation of this system since the homogeneous 
AHA/NOCC hydrogel was form at 7NOCC and 3AHA [5]. 

2.2 Characterization of NOCC-AHA-PVPA-BCP hydrogel 

Scanning electron microscope (SEM) observation The hydrogel samples were 
freeze-dried, Au-coated for 1 minutes and observed under Scanning Electron 
Microscope (SEM, JEOL, 12 keV), at magnification of 100x and 5000x. 

Degradation behavior. The samples were incubated in a 1 mL of 1X PBS solution 
(pH=7.4) at 370C. After regular time intervals (one-day), surface water was removed 
from the samples and the samples were weighed (Wt). Fresh PBS was then added to the 
samples. The weight ratio of hydrogels (Wt/Wi) was calculated as a function of 
incubation time. 

 Fourier Transform Infrared Spectroscopy (FTIR) Three samples of hydrogel: 
AHA-NOCC, AHA-NOCC-BCP, and AHA-NOCC-BCP-PVPA were prepared. The 
hydrogel samples after freeze-drying were sent to Institute of Life Material Science, 
HCMC for FTIR measurement. Data from FTIR was analysed by Sigmaplot software 
(ver.13). 

Cytotoxicity The samples were sterilized under UV light for 20 minutes. The hydrogel 
extract was collected by placing the hydrogel in DMEM medium at a concentration of 
0.1 mg/mL and incubated at 370C for 24 hours. After incubation, the hydrogel extract 
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was collected and diluted in order to have 50% and 100% extract solution. The DMEM 
medium was used as a control. L-929 fibroblast cells were seeded in 96-well culture 
plates, at a density of 104 cells/ well. The plate was incubated for 24 hours at 370C. 
After incubation, the media was discarded and replaced with 100 µL of hydrogel 
extracts. The 96-well culture plate was then placed in the incubator for 24 hours. At the 
end of the culture time, the hydrogel extracts were discarded from the 96-well plated 
and the plate was added with 100 µL of DMEM media and 10 µL of 1X MTT solution. 
After a brief incubation time of 4 hours, the absorbance of the solution was measured 
at 600 nm using Multiplate Reader (Varioskan).  Samples were tested in quadruplicate.  

3 Results and Discussion 
3.1 Morphology observation 

 
Fig. 1 Gelation of AHA-NOCC-PVPA-BCP hydrogel with NOCC:AHA ratio 

A) 6:4, B) 7:3 

Gel formation of NOCC-AHA-PVPA-BCP with variation of NOCC: AHA ratio was 
depicted in Fig. 1. The hydrogel formulation was investigated according three NOCC: 
AHA ratios (7:3; 5:5; 6:4). However, the sample (5:5) did not form gelation in case of 
loading PVPA and BCP. Therefore, the optimal NOCC-AHA-PVPA-BCP hydogel was 
investigated following two ratios (7:3 and 6:4). 

 

Fig. 2 SEM morphology of NOCC-AHA-PVPA-BCP hydrogel with variation of     
NOCC: AHA ratio (7:3, and 6:4), at 100x and 5000x. 
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Under SEM observation (Fig.2), these scaffolds created interconnected pore structure 
at low magnifications (100x) with the presence of BCP observed at higher 
magnifications (5000x). However, NOCC: AHA (7:3) had higher porosity and larger 
pore size (>100 µm) compared with NOCC: AHA (6:4). Moreover, the sparsely 
distribution of BCP particles on NOCC: AHA (7:3) hydrogel membrane suggested that 
it should increase the loading of BCP on the hydrogel system. Meanwhile, the 
aggregation of BCP on NOCC: AHA (6:4) depicted the partial reaction and non-
homogeneity in the hydrogel system. 

3.2 Degradation behavior 

 

Fig. 3 Degradation rate of NOCC-AHA-PVPA-BCP hydrogel with variation of     
NOCC: AHA ratio 7:3 (blue), and 6:4 (orange) 

The AHA-NOCC-PVPA loading BCP hydrogels with two different ratios of AHA and 
NOCC (4:6 and 3:7) degraded substantially at third day (37% and 61% respectively). 
Both these two hydrogels system completely degraded after one week. This degradation 
rate cannot fully support for the whole process of bone regeneration. 

3.3 Fourier Transform Infrared Spectroscopy (FTIR) 
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Fig. 4 Fourier Transform Infrared Spectra of NOCC-AHA (red), NOCC-AHA-BCP 
(green) and NOCC-AHA-PVPA-BCP (black). 

Fig.  4 shows the spectra of obtained hydrogel (NOCC-AHA, NOCC-AHA-BCP, and 
NOCC-AHA-PVPA-BCP). FTIR spectroscopy indicates the all of the three hydrogels 
investigated had very strong absorption band in 1000-1627cm-1 region (due to Schiff 
base reaction between aldehyde and amine group of AHA and NOCC). There is no 
sharp difference peak obtained in NOCC-AHA-BCP when comparing with NOCC-
AHA hydrogel, only a slight absorption at band of 480 cm-1 and 719 cm-1 is observed. 
These band express the phosphonate group PO4

3- of BCP.  The presence of new peaks 
in NOCC-AHA-PVPA-BCP at 571 cm-1 and 604 cm-1 may be due to PO4

3- in PVPA, 
and the formation of covalent bond P=O between PVPA and aldehyde group in  AHA 
as being mentioned in previous study.  

3.3 Cytotoxicity 
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Fig. 5 Cell viability of AHA-NOCC-PVPA-BCP hydrogel with variation of NOCC: 
AHA ratio (7:3 and 6:4). 

The effect of 100% and 50% hydrogel extracts on L-929 fibroblast cell are shown in 
Fig.5. In these experiments, the remaining cell viability was over 75% for both 50% 
and 100 vol% hydrogel extracts after incubation, indicating that the hydrogel extracts 
were not cytotoxic. Specifically, the AHA-NOCC-PVPA-BCP hydrogel (7:3) had cell 
viability which was approximately 5% higher than the hydrogel (6:4), corresponding 
50 vol% hydrogel extracts. However, regarding 100 vol% hydrogel extract, the former 
accounted for lower cell viability at nearly 88% comparing with the later at around 
92%. Therefore, it can be concluded that the AHA-NOCC-PVPA-BCP fabricated did 
affect the cell proliferation due to decrease in cell viability in different volume extracts. 

Conclusion 

Two different ratios of NOCC: AHA in NOCC-AHA-PVPA-BCP hydrogel namely 6:4 
and 7:3 were investigated, respectively, the later has larger inter-connected pore 
structure and more porous than the former, and all the formulations showed 
biocompatibility. In conclusion, this hydrogel is favorable for bone regeneration. 
However, limitation of this study is to control the biodegradation rate of hydrogel for 
bone regeneration within several months while current optimal NOCC-AHA-PVPA-
BCP hydrogel is degraded totally after one week. 
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Abstract. Introduction: Overcoming a dental implant failure/osseo-
disintegration is still a dilemma for implantologists. Using two implants to 
support for one crown is a novel approach to resolve this issue. Aim: The aim of 
this study is to carry out a five-year retrospective study on how to overcome 
shortfalls in single implant failures by using two small implants to support one 
crown. Materials and methods: An audit of a group of 23 patients who had issues 
with single implant failures underwent two implant fixture placements for future 
restoration of a single crown. The patient demographic variables collected were 
medical history, systemic and genetic conditions (Type 1 & 2 Diabetes Miletus), 
and social habits (smoking and alcohol). Digital x-rays, implant survival 
assessment, and clinical evaluation were used to analyze the data. Results and 
discussion: There was a 100% implant survival rate over five years. Patients 
reported to be very happy and satisfied with the outcome. Conclusion: With 
respect to this retrospective paper, the study found that the use of two implants to 
support one crown is a favorable and advantageous method to overcome a single 
implant failure. 
Keywords: Dental Implant Failures, Osseo-Disintegration, Osseointegration, 
Survival Rate, Satisfaction, Audit. 

1 Introduction 

Due to an increase in the popularity of implant placement, dental clinicians also must 
deal with more failure and complication rates despite previously reported success rates 
[1, 2]. Literature reports high success rates for dental implants; however, there are still 
insufficient reports regarding functions of implants for more than 5 years [1]. In a 
systemic review conducted by [3], they found that  >98% of implants will successfully 
osseointegrate, 95% have a 5-year survival rate, and 89% have a 10-year survival rate. 
However, figures decline with success rate even when bioactive surfaces are used [4]. 
This means that implant failures do occur in a minority of patients, consequently leading 
to more treatment required or further costs [1, 5]. The survival/success rates of implant 
replacements are generally lower compared to the initially placed implants [1, 2]. 

Numerous studies reported in the literature document lists of factors associated with 
implant failure that include but are not limited to: patient-related factors, implant-
related characteristics and dental clinician [6]. Patient-related factors are poor bone 
quantity and quality, systemic diseases, smoking, unresolved infection or 
parafunctional habits [7, 8]. In addition, implant characteristics like osteointegration, 
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the number or position of the implant, inappropriate loading and/or ill-suited prothesis 
design may contribute to failure [1, 9]. From a clinical view, several different etiologies, 
for instance, bacterial infection, occlusal load and technical errors like micromovement 
during insertion, trauma should be considered [5, 10] 

From time to time, failed implants present with symptoms, such as continuous pain 
and mobility [1, 6]. Implant failures can present differently in clinical and radiographic 
presentation including pain, bleeding, swelling, suppuration, and radiographic signs of 
bone loss [10]. Nevertheless, marginal alveolar bone loss is usually asymptomatic but 
may compromise the implant in the long term. If undetected, it might make replacing 
the failed implant difficult or compromise the outcome [1]. Therapeutic methods should 
be attempted in cases without definite failure; however, to prevent further bone loss, 
failed implant needs to be removed [6]. 

There is still a lack of literature for evidence-based data concerning the replacement 
of a failed implant [6]. The ultimate challenge is to achieve osseointegration in a non-
pristine bone site of the previously failed implant [11]. At this site, latent inflammation 
or scar tissue from the previous surgical intervention may remain [12]. The replacement 
implant will always be subjected to all the factors that led to the initial failure. Survival 
rates of re-implantation typically do not compare to first time single implants placed [1, 
11]. 

There have only been limited studies reporting on the success of replacing implants 
at the same site [2, 6, 8, 10, 13]. Immediate replacement of implants directly into the 
previously failed site has not been widely reported. Nevertheless, it is possible with the 
use of larger diameter screws [10, 14]. [2, 12] found that even if a remaining bone lesion 
tends to compromise the osseointegration, improved surface implants (rather than 
machine milled surfaces) would have high predictability and better prognosis when an 
implant is to be replaced. However, it is traditional to re-enter the site after primary 
closure with a flap after 9-12 months. This is because sufficient socket bone needs to 
be maintained and preserved for endosseous regeneration to allow placement of new 
implants in the future [5].  

A way of diminishing the potential overload and screw loosening is to use wide 
implants [15]. Wide-diameter implants are not always a treatment option and hence, the 
use of two implants to support a single-molar replacement is another method to reduce 
the stress on implant and bone [16]. This increases surface area for osseointegration and 
more accurately represent the crown to root ratio of molars [15, 17, 18]. It can reduce 
mesio-distal bending and increase support capacity buccolingually [15, 17, 18]. The 
ability to reduce rotation forces adds to the biomechanical advantage to minimize 
problems such as screw loosening [17, 19]. However, a downside is that enough 
interdental space (12 mm) is needed; otherwise, it could lead cleaning difficulties for 
the patient [20].  

Most implant failures occur in the posterior maxilla and/or in type 4 bone [7, 21]. 
Thus, towards the posterior region, sufficient space is present to place implants directly 
next to the failed implant site rather than in the previously compromised bone through 
two-implant supported crowns. 
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2 Materials and Methods 

2.1 Inclusion and Exclusion Criteria 

All subjects gave their informed consents (Griffith University Ref no: 2018/224) to 
carry out the treatment according to the described protocol. Patient selection was based 
on demographic variables: medical history, systemic and genetic conditions (Type 1 & 
2 Diabetes Miletus), and social habits (smoking and alcohol). The surgical implant 
procedures were explained and chosen because of the patient characteristics and the 
anatomic peculiarities of the insertion places.  

All implant failures occurred after restorative procedures. Conditions that resulted in 
implant failure included implant mobility, pain, infection, fracture, intolerable 
paresthesia, anesthesia or dysesthesia, and greater than 50% radiographic bone loss. 
The failed implants were made of surface modified titanium alloy Ti-6Al-4V. The 3.75-
4.1 mm-diameter tissue level type internal octagons implants (Mistral Implant, MIS 
Schlomi, Israel) while the 4.1- and 3.75 mm-diameter screw-type internal hexagons 
implants (Internal hexagon Implant, Blue Sky Bio, Grayslake, IL USA) in varying 
lengths.  

2.2 Surgical and Prosthetic Procedures 

The superior aspect of the implant was exposed through vertical releasing incisions 
to raise a mucoperiosteal surgical flap extending over the mucogingival junction. The 
failed implants were unthreaded and removed with sterile forceps or manual implant 
driver tip. The remaining site is to be examined for soft tissue lining and any granulation 
tissue. Meticulous removal (manual curettage) of these tissues to minimize trauma and 
time should be allowed for alveolar walls to regenerate in the socket before 
reimplantation. A mucoperiosteal flap is then mobilized and the site is tightly closed. 
There were three rare cases, one person had peri-implantitis, hence the implant was 
removed then GTR was done. Another case after 3 months after removal of failed 
implant, the replacement implant was placed then GTR was done. Lastly, all GTR 
required a minimum of 6-9 months wait.  

After 3 months, the replacement implants were most likely to be a 3.75-mm-diameter 
surface modified implant, Ti-6Al-4V tissue level type implants (Mistral Implant, MIS) 
with internal octagons. The 4.1- and 3.75 mm-diameter implants were the most 
commonly used in this study. No fracture occurred with any implant wider than 3.75 
mm during the study period. Antibiotic prophylaxis is taken one day before the surgery: 
Augmentin Duo 500/125, Metronidazole 200mg and Dexamethasone 20mg (3 days). 
For penicillin allergic patients, alternative antibiotics such as Clindamycin would be 
used instead. 

An internally irrigated spade drill, stepped-down 2.0- to 3.7-mm-diameter spade drill 
was used to increase the diameter of the receptor site. Before installation, implants were 
carefully embedded in liquid concentrated growth factor (CGF) with the aim of 
bioactivating the implant surface and promoting the osseointegration. The replacement 
implant was then placed into the freshly prepared socket according to the 
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manufacturer’s instructions, preferably using flapless technique, as it is minimally 
invasive with good implant survival rate [21]. In certain cases, guided tissue 
regeneration techniques were employed utilizing barrier membranes with or without 
additional bone fill augmentation material. Care was taken to ensure that the implant 
was firmly stabilized within the receptor site. If a flap was raised then it was sutured, 
and primary closure was attempted whenever possible, sutures were removed 1 week 
later. The patients were told to avoid chewing and toothbrushing the area for the first 2 
weeks post-operatively. The medication that was prescribed to all patients consisted of 
antibiotics, anti-inflammatories, and 0.12% chlorhexidine mouthwash. Removable 
prostheses were worn for the first 3 weeks for esthetic reasons only. 

2.3 Maintenance Procedures 

All patients were recalled for follow-up through a regular implant maintenance 
program at the 6- and 12-month recall appointments and annually thereafter. However, 
all patients were encouraged to contact the clinic whenever they had problems. 
Generally, all recipients’ sites took up to one year to heal. The parameters recorded at 
visits were clinical evaluations of implant stability, function, signs of inflammation, and 
radiographic assessment of marginal bone loss using standardized intraoral radiographs 
compared with baseline immediately after prosthesis placement. Even though the same 
standard posterior periapical X-ray holders were used (Super-Bite™ Kerr), error still 
exists. Any instance that involved implant complications were also recorded and in 
certain situations, sulcular debridement was performed if deemed necessary. 

2.4 Criteria for Success and Failure 

The implant is deemed to be successful if it does not have any surgical or prosthetic 
issues. Surgical complications include infection, wound dehiscence, osseo-dis-
integration. While a prosthetic complication consists of screw loosening, crown 
fracture, crown detachment and aesthetics dissatisfaction. Survival is defined as the 
presence of the implant and associated prosthesis at the end of the observed period. 
Hence, data was recorded regarding the success and survival rates of these implants. 

3 Results 

Osseointegration is deemed after percussion with a metal instrument that produces a 
sharp, solid sound, and no movement/rotation was caused in all directions. After 
restoration, all subjects were followed up for a minimum of 5 years. During this period, 
all implants have successfully maintained osseointegration. Radiographs showed 
crestal bone exhibited less than 0.5 mm of bone loss in the first year. There has been 
successful soft tissue attachment, without sign of inflammation in all cases. Patients 
report uneventful outcomes and high satisfaction.  
The average age in this study was 62.72±9.926 with 11 females (47.8%) and 12 males 
(52.2%). More than half the implants were placed in the lower posterior region, 
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suggesting that this area has higher failure rates. Due to the small sample size, 
inferential statistics cannot be calculated and deemed statistically significant. 

 
 Fig. 92. (A) Intraoral periapical radiograph of the final restoration supported by the two narrow 

implants. (B) Panoramic radiograph of the final restoration supported by the two narrow 
implants. Panoramic were examined to determine whether the two implants were splinted to 

any adjacent structures and to note opposing and neighboring dentitions. 

 
 
 

 
 

4 Discussion 

The purpose of this study was to evaluate the clinical effectiveness of two implants 
being placed after the removal of a pre-existing fixture that failed in 23 patients. All the 
implants included in the study were clinically stable, asymptomatic, and did not show 
any bone defects. None of the implants were observed to have failed or been affected 

─ Table 28. Outcome of implant characteristics 

Implant Characteristics n (%) 
Radiographic Bone Loss  

Normal (0.5mm/year) 23 (100.0) 
Implant stability  

Yes 23 (100.0) 
Pain  

No 23 (100.0) 
Swelling  

No 23 (100.0) 
Bleeding  

No 22 (95.7) 
Mild 1 (4.3) 

Screw Loosening    
No 23 (100.0) 

Function  
Yes 23 (100.0) 

─ Table 29.  Characteristics of 
participants 

Patient Characteristics n (%) 
Sexton of Implant  

Upper Anterior 4 (17.4) 
Upper posterior 6 (26.1) 
Lower Anterior 1 (4.3) 
Lower Posterior 12 (52.5) 

Diabetes   
No 21 (91.3) 
Yes 2 (8.7) 

Bruxer  
No 4 (17.4) 
Yes 19 (82.6) 

Smoking  
Non-smoker 18 (78.3) 
Past smoker 3 (13.0) 
Current Smoker 2 (8.7) 

Bone Type  
2 2 (8.7) 
3 15 (65.2) 
4 6 (26.1) 

Periodontal Status  
No 18 (78.3) 
Mild 2 (8.7) 
Mod 3 (13.0) 

B A 
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by peri-implantitis at the 12-month follow-up. This surgical approach offers some 
clinical advantages when faced with failed implants; however, it is technique sensitive 
and many factors should be taken into consideration. 

It is important to examine the patient’s general health status, smoking habits, 
quantity and quality of bone, oral hygiene maintenance, etc. Implant characteristics to 
watch out for are dimensions, coating, loading, location, and clinician skills [1]. Patients 
should be given a detailed explanation of all alternative treatment options according to 
the relevant parameters and informed about personalized treatment plans [1]. 
Replacement of a failed implant presents a challenge to achieve osseointegration in a 
healed bone site and is likely to result in a lower survival rate [11]. In this study, the 
two replaced implants are placed more laterally to the adjacent teeth to maximize bone 
quantity available and enable it to be in a fresh site. This can be explained as the alveolar 
socket may undergo continuous remodeling after removal of the failed implant.  

Although there is limited long-term data, it has been suggested that failed implants 
can be replaced with a wider diameter; however, the replacement implant may fail again 
[17]. Two-implant-supported crown should then be considered a suitable alternative for 
failed implants if spatial constraints do not exist [20]. The use of two narrow implants 
has been successfully demonstrated to be a functional and more biomechanically sound 
method of molar replacement [16]. 

This approach allows the implants to achieve proper fixation even if the position is 
not conventional, especially for molars that are more susceptible to occlusal forces. 
Nevertheless, the present analysis of the fate of failed implants remains uncertain. 
Furthermore, all the implants were placed and restored by the same operator, thus 
providing statistical evidence of high implant survival [21].  

Further clinical studies with a larger cohort over a longer follow-up period are 
warranted to obtain establish data on long-term benefits and feasibility of this therapy.  

5 Conclusion 

The results of this study suggest that placement of two small implants at directly 
adjacent sites to the failed implant showed very favorable outcomes. All patients 
reported uneventful healing with no specific symptoms. The clinical parameters 
identified in the success of this procedure included primary implant stability and an 
extreme level of precision and techniques during implant removal and reimplantation 
to maintain the integrity of endosseous socks of the failed implant. Further clinical 
studies, with more extensive cases and an extended follow-up period are necessary to 
provide additional findings and validate the success of this treatment protocol. Within 
limitations of this study, the techniques and benefits of using two-implant-supported 
crowns can be transferred to the site of a failed implant. This is a viable and versatile 
approach that is conservative to the adjacent bone.  
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Abstract. Aim: The purpose of this study is to carry out a three-year retrospective 
study on the use of autologous Concentrated Growth Factor (CGF) on dental 
patients undergoing oral regenerative treatment. Materials and methods: Data 
was gathered from 46 patients who received oral regenerative therapy using CGF 
within the last three years in a private dental clinic. CGF mixture of demineralized 
freeze-dried bone (DFDB sticky bone) and fibrin membrane was obtained from 
the patient’s centrifuged blood. Patient medical history, demographic details, 
social habits, vital signs, oral hygiene status, digital radiographs, clinical 
observation and photos, survival rate as well as numeric pain intensity scale and 
visual analogue satisfaction scale were used to evaluate the clinical outcomes. 
Results and discussion: All patients had uneventful outcomes in terms of wound 
healing complications and satisfaction. No patients reported of failure. Though 
factors like smoking, poor oral hygiene status, periodontitis, and medical 
conditions such as diabetes have been recognized in the literature, they had no 
statistical significance in this study. However, gender and age showed statistical 
significance with the following variables: more males with SDB than females; 
more older patients (>50 years old) with SDB and high blood than those under 
50. Conclusion: Using the limited patient data available in the last three years in 
this study, it was found that CGF is a novel approach for regeneration of defective 
oral tissues, especially in males and older patients with SDB and high blood 
pressure. Furthermore, CGF renders good outcomes in terms of uneventful 
wound healing, biocompatibility, minimal pain, and high satisfaction rate.  
Keywords: Oral regeneration; Concentrated Growth Factor (CGF); Patient 
outcomes 

1 Introduction 

In order to achieve adequate regeneration of tissue structures such as bones, many 
environmental factors play a critical role [1]. Literature has shown that one approach to 
increase the quality and quantity of bone healing is through the use of growth factors. 
Growth factors are bioactive substances, including steroids, proteins or hormones, 
which contribute to the regulation of wound healing [2]. They play a role in 
angiogenesis, hemostasis, osteogenesis, and bone growth as they are responsible for 
cell migration and proliferation [3]. Growth factors can be found in blood and con-
centrates of platelet-rich-plasma (PRP), platelet-rich fibrin (PRF), and concentrated 
growth factor (CGF), and all three have been used for tissue regeneration [4, 5]. 
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Studies [2, 4, 6-8] suggest that growth factors have major effects on all stages of 
bone regeneration. Various studies [4, 6] demonstrated PRP, PRF, and CGF had signifi-
cantly increased bone formation and may be useful to increase the success rate of bone 
grafting [4]. CGFs are simple as they do not require additional synthetics or 
biomaterials, such as bovine thrombin and calcium chloride, which therefore reduces 
the likelihood of cross-contamination [9]. Despite the similar components, CGF has a 
higher thickness and tensile strength to better prevent proteolysis of the growth factors 
[4]. Recently, growth factor-containing CGF preparations with or without bone graft 
substitutes or transplants have been used with the intention of shortening the time after 
bone graft placement [4]. Bone regeneration requires an osteoconductive scaffold and 
growth factors for osteoinduction [1]. This is made possible through soft and hard tissue 
applications of CGF. 

Platelet aggregation fibrin-rich gel can be produced from the venous blood by single 
centrifugation and unlike other growth factors such as PRF, CGF uses different speeds 
(2400 to 2700 rpm) to separate cells [1]. Due to this, the CGF clots are more abundant 
in growth factors and are larger and denser, resulting in a greater regenerative capacity 
[2]. The agglutination of fibrinogen, factor XIII, and thrombin and the fact that clotting 
is initiated through thrombin activating factor XIIIa provides protection from plasmin 
degradation. This cascade allows CGF to have high cohesion, tensile strength, and 
stability [3]. Aside from the osteoinductive growth factors derived from platelets, there 
is an osteoconductive fibrin matrix [4]. Furthermore, [5] demonstrated CGF contained 
TGF-β1 and VEGF. 

Removal of cysts or other pathologies provides an opportunity for microbiological 
infections. Therefore, primary healing and preservation of blood clots through methods 
such as CGF is important [6]. Studies [1, 6] have in the past solely used CGF fibrin-
rich blocks to aid in wound healing. However, the addition of CGF with bone substitutes 
may have its advantages, especially in cases with larger defects.   

2 Materials and Method  

2.1 Experimental Design 

Griffith University has provided human ethics approval (Ref No: 2018/182) and all 
patients gave informed consent. 

In this study, 46 patients were selected from the records of a private dental practice. 
The main inclusion criteria were that the patients have undergone oral regenerative 
procedures in the last three years. Patient details that were taken into consideration 
included medical history, demographic details, social habit (smoking), vital signs 
(blood pressure), and oral hygiene status. Exclusion criteria were patients with 
compromised medical conditions or ASA (American Society of Anesthetists) scores of 
III and above. 
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2.2 CGF Collection and Placement 

The process of CGF collection starts from the venipuncture of the patient’s blood. 
Four sterilized 10 mL Vacutainer® tubes, two red and two white, were fully filled with 
the collected blood. The white tubes are used for making sticky bone and the red tubes 
are for making fibrin membrane. Each tube was promptly centrifuged using Medifuge 
MF 200 (Silfradent, Italy) following the manufacturer’s instructions. Afterwards, 
sedimentation of the tubes was allowed for 20 minutes, resulting in the following layers 
seen in Table 1. 

─ Table 30. Layers of centrifuged blood. 

Serum Layers Amount 
PPP – platelets poor plasma 2 mL 
PRP – platelets rich plasma 2 mL 
Stem cells/white layer 0.7 mL 
Fibrin-rich mass with CGF clot Central 
Red blood cells 4 mL 
Sedimentary blood fragments 1 mL 

 
The top PPP layer from a red tube was then either tipped off or saved for other 

cosmetic injection techniques such as dermal fillers, allowing the CGF mixture to be 
methodically obtained. The next step for making CGF membrane was to obtain the CGF 
clot using tweezers and with scissors, it was separated from the lower red layers. This 
was then put into saline bath, and then the final shape was determined by the individual 
application. For example, if it was used for implant GBR/GTR, it was most likely to be 
converted into a membrane-type configuration. On the other hand, if socket 
preservation was required, then the CGF was molded into the shape of the defect. 

For the white tube, to make sticky bone, the 0.7 mL stem cells/white layer at the 
interface between the red and creamy phase was mixed with bone filler. Following 
protocols of the manufacturer, this was made using Geistlich Bio-Oss® (bovine 
demineralized freeze-dried bone, Geistlich Biomaterials), and Osteon (hydroxyapatite 
and calcium triphosphate, Genoss®) was used rather than calcium triphosphate. 

 
A B 
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Fig. 93. Apparatus used in CGF procedure. A. Medifuge MF200 (Silfradent, Italy). B. CGF, 
which is characterized by four phases: 1) a superior phase, PPP; 2) an interim phase, PRP; 3) a 
liquid phase or Stem cells/white layer; and 4) the lower red portion is a viscous, dense, platelet-

rich coagulation [13]. 

Patients presented to the dental clinic complaining of pain or swelling with no 
significant medical history. Clinical assessment would indicate a variety of lesions 
including, but not limited to, periapical periodontitis, infections, or periapical/radicular 
cysts. The treatments to remove the pathology include surgical periapical drainage, 
periapical curettage, apicectomy, retrograde filling, decompression, and 
marsupialization. The patients were prescribed a combination of clindamycin or 
Augmentin and metronidazole and instructed about appropriate hygienic-dietary 
regimen. 

Clinical outcomes were evaluated using digital radiographs, clinical observation and 
photos, and survival rate. The patients were monitored for pain, swelling, and trismus 
using the numeric pain intensity scale [NPIS (0 to 10)]. To measure the degree of 
satisfaction, visual analogue satisfaction scale [VASS (1 to 5)] was used. 

 
Fig. 94. Visual analogue scales used in the study. A. Numeric Pain Intensity Scale (NPIS: 0 to 

10 with 0 = no pain and 10 = worst pain) [11]. B. Visual Analogue Satisfaction Scale (VASS: 1 
to 5 with 1 = very unsatisfied and 5 = very satisfied) [12]. 

3 Results  

All patients had uneventful outcomes in terms of wound healing complications and 
satisfaction. No patients reported of failure. Though factors like smoking, poor oral 
hygiene status, periodontitis, and medical conditions like diabetes have been recognized 
in the literature, they had no statistical significance in this study. However, gender and 
ages showed statistical significance (p<0.05) with the following variables: more males 
with SDB than females; more older patients (>50 years old) with SDB and high blood 
than those under 50. All (46 patients) reported being satisfied with CGF treatment 
(VASS 4 and 5), with this result shown to be associated with NPIS (p<0.001). 

─ Table 2. Results of 46 patients treated with concentrated growth factors (CGF), Visual 
analogue satisfaction scale (VASS) and Numeric pain intensity scale (NPIS) and associated 

statistical significance where *p<0.05. 

 Mean ± SD (Min, Max) Chi-square P-value 
NPIS 2.20 ± 0.885 1-4 20.649 .000 
VASS 4.50 ± 0.506 4-5 

A B 
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NPIS: verbal rating scale (0-10); VASS: visual analogue scale score (1-5) 

─ Table 3. Descriptive analysis of CGF treatment outcomes stratified by gender and age. 

 Total Femal
e Male 

Gende
r 
2 

Youn
g Old Age 

2 

Sexton    

6.17 

  

1.87 

Upper 
Anterior 

17 
(37.0) 

10 
(58.8) 

7 
(41.2) 

2 
(11.8) 

15 
(88.2) 

Upper 
Posterior 

13 
(28.3) 

10 
(76.9) 

3 
(23.1) 

3 
(23.1) 

10 
(76.9) 

Lower 
Anterior 3 (6.5) 0 (0.0) 

3 
(100.0

) 

1 
(33.3) 

2 
(66.7) 

Lower 
Posterior 

13 
(28.3) 

7 
(53.8) 

6 
(46.2) 

4 
(30.8) 

9 
(69.2) 

Procedure    

.08 

    

2.95 

Apicectomy 2 (4.3) 1 
(50.0) 

1 
(50.0) 

1 
(50.0) 

1 
(50.0) 

Bridge 20 
(43.5) 

12 
(60.0) 

8 
(40.0) 

6 
(30.0) 

14 
(70.0) 

Single 
Implant  

24 
(52.2) 

14 
(58.3) 

10 
(41.7) 

3 
(12.5) 

21 
(87.5) 

Medical 
History    

.85 

  

.89 
Diabetes 3 (6.5) 1 

(33.3) 
2 

(66.7) 
0 

(0.0) 

3 
(100.0

) 
Periodontal 
Status     

1.28 

  

2.96 

Mild  22 
(47.8) 

14 
(63.6) 

8 
(34.4) 

7 
(31.8) 

15 
(68.2) 

Moderate 20 
(43.5) 

10 
(50.0) 

10 
(50.0) 

3 
(15.0) 

17 
(85.0) 

Severe 4 (8.7) 3 
(75.0) 

1 
(25.0) 

0 
(0.0) 

4 
(100.0

) 
Smoking    

3.08 

  

1.2
2 

Non-smoker 42 
(91.3) 

26 
(61.9) 

16 
(38.1) 

10 
(23.8) 

32 
(76.2) 

Past Smoker  2 (4.3) 0 (0.0) 
2 

(100.0
) 

0 
(0.0) 

2 
(100.0

) 

Current 
Smoker  2 (4.3) 1 

(50.0) 
1 

(50.0) 
0 

(0.0) 

2 
(100.0

) 
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Vital Signs    
2.48 

  
16.87* Yes 33 

(71.7) 
17 

(51.5) 
16 

(48.5) 
2 

(6.1) 
31 

(93.9) 
Oral Hygiene 
Status    

2.26 

  

3.46 Adequate 30 
(65.2) 

20 
(66.7) 

10 
(33.3) 

9 
(30.0) 

21 
(70.0) 

Inadequate 16 
(34.8) 

 7 
(43.8) 

9 
(56.3) 

1 
(6.3) 

15 
(93.8) 

Digital 
Radiographs    

- 

  

- 
No 

46 
(100.0

) 

27 
(58.7) 

19 
(41.3) 

10 
(21.7) 

36 
(78.3) 

SBD Signs    
8.99* 

  
6.00* Yes 36 

(78.3) 
17 

(47.2) 
19 

(52.8) 
5 

(13.9) 
31 

(86.1) 
Complication
s    

- 

  

- 
No  

46 
(100.0

) 

17 
(47.2) 

19 
(52.8) 

10 
(21.7) 

36 
(78.3) 

NPIS    

2.96 

  

2.64 

1 11 
(23.9) 

5 
(45.5) 

6 
(54.5) 

1 
(9.1) 

10 
(90.9) 

2 18 
(39.1) 

11 
(61.1) 

7 
(38.9) 

5 
(27.8) 

13 
(72.2) 

3 14 
(30.4) 

8 
(57.1) 

6 
(42.9) 

4 
(28.6) 

10 
(71.4) 

4 3 (6.5) 
3 

(100.0
) 

0 (0.0) 0 
(0.0) 

3 
(100.0

) 
VAS    

.8
1 

  

.51 4 23 
(50.0) 

15 
(65.2) 

8 
(34.8) 

6 
(26.1) 

17 
(73.9) 

5 23 
(50.0) 

12 
(52.2) 

11 
(47.8) 

4 
(17.4) 

19 
(82.6) 

* P-
value<0.05        

4 Discussion  

Conventional stem cell research is usually high in cost and can come with many risks. 
On the other hand, CGF has a low affordable cost with no need for good manufacturing 
practice. Due to its autologous nature, it is easy to obtain and hence efficacious for the 
patients with a reduced chance of rejection. This study has demonstrated the above 
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notions as all patients had uneventful outcomes in terms of wound healing 
complications and satisfaction. Furthermore, no patients reported of failure, reinforcing 
the efficacy of CGF in this study. Thus, CGF procedure is safe and simple with no 
evidence of side effects.  

Factors like smoking, poor oral hygiene status, periodontitis, and medical conditions 
like diabetes have been recognized in the literature as contributing factors in periodontal 
disease and tooth loss [14]. These patients tend to require more regenerative procedures 
using CGF. However, no such statistical findings were found in this study. Once again, 
this might be due to the small sample size of the study. Therefore, future studies should 
have a larger sample size. The medical literature has well-documented the strong 
association between gender and age with SDB and high blood pressure [15].  
Fortunately, this research study illustrated this statistically significant (p<0.005) 
association. If a patient was to be a male who presents with SDB, high blood pressure, 
and a need for implant treatment, the results of this study indicate that CGF seems to 
be the regenerative procedure of choice. This is due to its high success rate, minimal 
pain and complication, and high level of treatment satisfaction.  

5 Conclusion  

Using the limited patient data available in the last three years in this study, it was found 
that CGF is a novel approach for regeneration of defective oral tissues, especially in 
males and older patients with SDB and high blood pressure. Furthermore, CGF renders 
good outcomes in terms of uneventful wound healing, biocompatibility, minimal pain, 
and high satisfaction rate.  
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Abstract: Electrospun blends of biphasic cacium phosphate (BCP) loaded 
polyvinyl alcohol (PVA)-gelatin (GE) were created with the aim of fabricating 
biodegradable scaffolds for tissue engineering. The process parameters including 
the electrical field and tip-to-collector distance (TCD) were investigated. The 
morphology of these hybrid scaffolds were characterized by scanning electron 
microscope (SEM). X-ray diffraction (XRD) was used to determine the 
crystallinity of the membrane. Adhesion of osteoblastic cells (MG-63) onto the 
BCP loaded PVA/GE composite nano-fiber mat was performed to assess 
potential of the product as a bone scaffold. This result suggests that the BCP 
loaded PVA/GE composite nano-fiber mat has a high potential for use in the field 
of bone regeneration and tissue engineering. 
Keywords: Electrospinning, nano-fiber, biphasic calcium phosphate 
nanoparticles, bone tissue engineering 

1 Introduction 

Several requirements are necessary in the design of tissue engineering scaffolds, 
including a high porosity, large surface area, adequate pore size, and uniformly 
distributed interconnected porous structures throughout the matrix 1. Biodegradable 
polymeric fiber structures can provide a large surface area, and a relatively high 
porosity, which can be optimized for specific applications. Due to the structural 
similarity between electro-spun polymeric mats and the collagen fiber arrangement in 
the natural extracellular matrix component of bone, the electrospinning process has 
drawn a great deal of attention in scaffold processing for tissue engineering 2. Within 
the last few years, this technique has proven to be especially suitable for biomedical 

mailto:linh.nguyen@eng.ox.ac.uk
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applications, including tissue engineering of scaffolds, wound dressings, drug delivery, 
and in other fields such as medical implants 3-6.  

Biodegradable polymers have been proposed as a possible alternative to other tissue 
engineering materials and have garnered a large amount of attention. These polymers 
can be easily processed into 3-D porous structures with the proper degradation behavior 
and mechanical strength7. Among the biodegradable and biocompatible polymers, 
polyvinyl alcohol (PVA), gelatin (GE) and their blends have extensive applications as 
surgical sutures, implant materials, drug carriers, and scaffolds for tissue engineering 3, 

8. PVA is a non-hazardous material and does not cause any injuries to the skin upon 
contact. Due to their excellent biocompatibility and biodegradability, gelatin fibers are 
widely used in a variety of biomedical applications, including wound or burn dressings, 
surgical treatments, and tissue engineering of bone, skin, and cartilage 3, 4, 8. PVA/GE 
nano-fibrous membranes with different compositions could have different clinical 
applications, especially the controlled release of drugs and bone tissue engineering 9, 10.  

The most common strategy employed to engineer bone is to use a scaffold combined 
with osteoblast cells, or cells that can mature/differentiate into osteoblasts and 
regulatory factors that promote cell attachment, differentiation, and mineralized bone 
formation 11. However, the requirements for designing and production of an ideal 
scaffold for bone regeneration are very complex and not yet fully understood. It is 
generally agreed that the scaffold must be a biocompatible, porous (more than 90% and 
pore sizes between 100-350μm), interconnected and permeable in order to permit the 
ingress of cells and nutrients12. Clearly, structures designed with biodegradable fibers 
can meet all these criteria and may serve as a scaffold for the engineering of bone. Many 
different fiber-based polymeric matrices have been tested with different cell types to 
create a bone construct. Recently, biphasic calcium phosphate (BCP) ceramic, which 
consists of hydroxyapatite (HAp) and β-tri calcium phosphate (TCP), has received 
attention for applications as bone substitutes and scaffold materials. In addition, BCP 
ceramics exhibit various mechanical properties and biological responses depending on 
their compositional ratio of HAp and β-TCP. BCP showed good resorption, 
osteoconductivity, biodegradable bone, and replacement material.  

The fabrication of a composite material from PVA/GE nano-fibers for using in tissue 
engineering or in guided tissue regeneration, particularly for bone regeneration, has 
already been reported earlier 8, 13. In this study, nano-structured scaffolds of BCP nano-
particles loaded in PVA/GE nano-fibers were fabricated via electrospinning for 
biomedical application.  

2 Materials and Methods  

Poly (vinyl alcohol) (PVA, 99+% hydrolyzed, Sigma) was obtained from Aldrich 
Chemical Co (USA). Gelatin Type A (Approx. 300 Bloom, Sigma, St.Louis, MO) from 
porcine skin was obtained in powder form. The MG-63 cell line was obtained from 
Korean Cell Bank. Dulbecco’s Modified Eagle’s Medium (DMEM, HyClone, Logan, 
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UT), fetal bovine serum (FBS, Grand Island, NY), penicillin-streptomycin (antibiotics) 
and trypsin-EDTA were purchased from GIBCO (Carlsbad, CA, USA). BCP nano-
powder was synthesized by microwave hydrothermal method using Ca(OH)2 (99.995%, 
Aldrich Chemical) and H3PO4 (85-87%, Dongwoo Fine Chemicals, Korea) as 
precursors .  

For electrospinning (eS-robot, Electrospinning/Spray system), the solutions were 
placed into a 10 ml syringe fitted to a needle with a tip (diameter of 25 gauges, inner 
diameter 0.25 mm), a syringe pump (lure-lock type, Korea) for controlling feed rates, 
and a grounded cylindrical stainless steel mandrel was used to collect the mat. The 
morphology of the electro-spun fibers was examined by scanning electron microscopy 
(SEM, JSM-7401F). The crystal structures of the BCP-PVA/GE composite membranes 
were subjected by X-ray diffraction (XRD) (Rigaku, D/MAX-2500 V).  

MG-63 cells were maintained and suspended in a humidified incubator at 37 ºC and a 
5% CO2 atmosphere (incubator, ASTEC, Japan) in DMEM supplemented with 10% 
FBS and 1% penicillin–streptomycin. MG-63 cells were seeded on the PVA/GE and 
BCP-PVA/GE scaffolds at a density of 104 cells/cm2. The attachment behaviors of MG-
63 were observed after 1 hour of incubation.  

3 Results and Discussion  

The electrospinning conditions were optimized to produce a uniform PVA/GE and 
BCP-PVA/GE nano-fiber. The optimized parameters were determined by examining 
the effect of different electrospinning parameters, including applied voltage and tip to 
collection distance (TCD) on fiber diameter. The amount of GE added to the PVA 
solution was up to 80 v/v% as previous report13 and the amount of BCP loaded PVA/GE 
as 20, 40 and 50 wt/v%5. In this study, the concentration of BCP loaded in PVA/GE 
was increased up to 60 wt/v%. Figure 1 showed SEM images of the PVA/GE, BCP 
nanoparticles and BCP-PVA/GE prepared by electrospinning. The applied voltage and 
TCD were fixed at 22 kV and 10 cm, respectively. As shown in Fig. 1, nano-scale 
PVA/GE and BCP-PVA/GE blends were obtained with diameters ranging from 300 to 
500 nm.  

The diameter of 60%BCP-PVA/GE fibers was found to be larger than PVA/GE fibers. 
The appearance of Ca, P spectrum in EDS profile confirmed that the BCP nanoparticles 
were presence in the PVA/GE fibers. BCP nano-particles were well distributed in the 
PVA-GE nano-fibrous matrix and appeared on the surface of PVA/GE fibers. Due to 
the nano-size of the BCP-PVA/GE scaffolds, the electrospun fibers had a high, specific 
surface area, which is beneficial for tissue engineering applications. 

XRD profile of BCP-PVA/GE membrane was performed to examine the crystalline 
structure of the composite as shown in Figure 2. PVA/GE fibers showed a crystalline 
property with the peak around 20 2θ. The strong peaks of HAp at 26, 31, 32, 40, 47, 49, 
53, and few peaks of TCP at 27, 28, 33, 48 and 52 are clearly observed in Figure 2. The 
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results confirmed that BCP nanoparticles were loaded into PVA/GE nano-fibers and 
retained their crystalline structure during electrospinning. 

Pore of various diameters were formed within the nano-fiber structures and the 
interconnected porous structure provided a large surface area for cell residence and 
proliferation, and effectively simplified the exchange of nutrients between the scaffold 
environments. Figure 3 showed that the osteoblast cells were attached on both PVA/GE 
and BCP-PVA/GE after 1 hour of incubation. The surface topography of nano-fibers 
plays an important role in cell behavior, including cell adhesion 14. It is known that 
human cells can attach and organize themselves well around fibers with diameters 
smaller than those of the cells 15. This might explain the behavior of the MG-cells on 
the combined scaffolds, which had a nano-scale structure. 

4 Conclusions 

PVA/GE and BCP-PVA/GE fibers were produced using the electrospinning technique. 
Fibers could also be formed into 3D structures, which have the potential for use as bone 
tissue engineering scaffolds. BCP nano-particles were well distributed in the PVA-GE 
nano-fibrous matrix for improving similarity to bone component. We also found that 
the mesh structures of the scaffold were suitable for cell adhesion containing BCP nano-
particles. This was confirmed by the results of the in-vitro cell culture studies. In 
addition, osteoblasts that grew over the scaffold surfaces exhibited the appropriate 
morphology and displayed good attachment, suggesting that the developed scaffolds 
might be used for bone tissue engineering applications. 
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Figure captions 

Figure 1. The morphology of nano-fiber PVA/GE (A), BCP nano-particles (B), BCP 
loaded PVA/GE in low magnification (C) and high magnification (D) and EDS 
spectrum (D-1). 

Figure 2. XRD profile of 60% BCP nanoparticles loaded PVA/GE fibers. 

Figure 3. The morphology of MG-63 on PVA/GE scaffolds (A and C) and on BCP-
PVA/GE scaffolds (B and D) after 1 hour of seeding. 
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Abstract. As a multi-functional drug, curcumin has a great potential for various 
applications in medicine. However, being high hydrophobic in nature, 
bioavailability and clinical effect of curcumin are significantly restricted. 
Biodegradable polymeric composites have been reported as a promising approach 
to overcome these disadvantages. In this study, we aim to develop a drug delivery 
system based on chitosan/ mPEG-PCL (mPEC) nano composite. Curcumin 
incorporated with mPEC by micelle method with different weight ratios of mPEC 
and curcumin. The chemical structure and morphology of micelle and composite 
were evaluated by FTIR and optical microscopy. The average particle size of 
micelle was measured by DLS. The curcumin-loaded chitosan/mPEC composites 
were synthesized by freeze-drying method and characterized as well.  
Keywords: chitosan; nanoparticles; curcumin; mPEG – PCL; drug delivery 
system. 

1 Introduction  

Curcumin, a  yellowish  pigmentation  of  turmeric, has been known as an  interesting  
therapeutic agent from a pharmaceutical point of view because of its remarkable 
biological properties, including antioxidant, antimicrobial,  anti-inflammatory,  and  
wound  healing activities (Sun Y. M., 2002; Pescosolido, 2014; Panchatcharam, 2006; 
Han, 2005). It also exhibits potential use for the medicinal treatment of various diseases, 
especially cancer (Sun A. a., 2006; Aggarwal, 2005; Somasundaram, 2002). 
Unfortunately, curcumin suffers some drawbacks including low water solubility under 
acidic or neutral conditions, high decomposition rate in an alkaline media (Tønnesen, 
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1986; Naksuriya, 2016; Esatbeyoglu, 2012) or poor absorption, rapid metabolism, and 
elimination which subsequently limit its clinical applications (Anand P. , 2007). 

Some of the possible ways to overcome these problems have been reported such as 
nanoparticles, liposomes, micelles and phospholipid complexes. Among them, micelles 
can improve the gastrointestinal absorption of natural drugs resulting in higher plasma 
levels and lower kinetic elimination, thereby improving bioavailability (Anand P. , 
2007). Letchford and his colleagues showed that polymeric micellar formulation 
containing methoxy poly (ethylene glycol)-block-poly (ɛ-caprolactone) copolymers 
(mPEG-b-PCL) can increase the curcumin solubility (13 × 105 fold) (Anand P. , 2007) 
which attracted the enormous studies on this polymeric micelles. Nevertheless, the 
mPEG-b-PCL with a high hydrophilic polymer segment of mPEG makes released 
curcumin process occurred rapidly. To avoid the phenomena, a hybrid micelle-base 
material has been developed. The strong intermolecular hydrogen bonds on chitosan 
backbones make it rigid, insoluble, and resistant to the fast degradation in medium 
(Yoshida, 2017). In this contribution, we are aimed to encapsulate curcumin in mPEG-
PCL micelles as a promising carrier which was then hybridized with chitosan to control 
the drug release profile. By this way, a novel micellar delivery system with mPEG–
PCL was synthesized and the release profile of the curcumin from the micelles was 
evaluated. 

2 Experimental section 

2.1 Materials  

All reagents were used as analytical grade without further purification. Curcumin 95 
was purchased from Marven Bio Chem (India); Chitosan (≥75%, deacetylated) and 
Glutaraldehyde (50%) (GA) were obtained from Sigma Aldrich,  Singapore. All the 
chemicals used for synthesizing mPEG-PCL including ɛ-caprolactone (CL), Tin(II) 2- 
ethylhexanoate Sn(Oct)₂, methoxy polyethylene glycol (mPEG)  were purchased from 
Sigma Aldrich, Taiwan. 

2.2 Preparation of curcumin-loaded micelles 

In our previous report, different mPEG–PCL–OH (mPEC) diblock copolymers (Mn 
PCL = 3600, 8000, and 22,000) were successfully synthesized and characterized 
(Cuong, 2010). Among the copolymers with different molecular weights of PCL block, 
the one with the longest PCL segment was selected in this study owing to its lowest 
CMC value (5.1×10-4 mg/mL). A modified solvent extraction method using acetone as 
the solvent was used to prepare curcumin-loaded micelles (al., 2016; Danafar, 2014). 
Firstly, 10 mg of curcumin was dissolved in acetone (the amount of curcumin was kept 
as constant during the experiments). Next, a calculated amount of diblock copolymer 
was added to the curcumin solution which was followed by adding 25 mL of deionized 
water. The organic solvent was removed by the rotate evaporation leaving the self-



357 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

assembled micelles of thecurcumin-encapsulated diblock copolymer. The ratio of 
curcumin to diblock copolymer was listed in Table 1. The particle size of micelles and 
their physical stability of as-synthesized micelles were evaluated by dynamic light 
scattering  (DLS) using Particle size analyzer (LB-550, Horiba, Japan). 

─ Table 1.Study on effect of different mass ratio of curcumin to mPEC on micelle 
formation 

No. Curcumin 
(mg) 

mPEC 
(mg) 

Mass 
ratio Abbreviation Average 

diameter (nm) 
1 10 40 1:5 Cur-mPEC-4 - 
2 10 60 6:1 Cur-mPEC-6 - 
3 10 80 8:1 Cur-mPEC-8 144 
4 10 100 10:1 Cur-mPEC-10 158 
5 10 120 12:1 Cur-mPEC-12 182 
6 10 150 15:1 Cur-mPEC-15 - 

2.3 Preparation of curcumin-loaded mPEG-PCL/chitosan composite film 

We hypothesized that using the chitosan can slow down the drug release rate. Therefore, 
different amounts (0.1, 0.2, 0.7 and 2.5 g) of cur-mPEC micelles at optimum mass ratio 
were chosen to prepare cur-mPEC/chitosan composite films. In brief, chitosan medium 
(1.5%) was obtained by dissolving 10 g of chitosan was dissolved in 600 mL of 
CH3COOH 1%. The as-prepared micelles were poured into 120 mL of chitosan solution 
under continuous stirring and stir for further 1 h. Afterward, 4 mL of GA 5% was added 
to the solution. The mixture was stirred for 15 mins before freeze-drying for 48 h. The 
samples were then stored at room temperature for further experiments. To confirm the 
presence of interactions between drug and polymer and chitosan as well, the FTIR 
spectra of pure curcumin, the diblock copolymer, chitosan and the composite were 
recorded from 500 to 4500 cm-1. The morphology of micelle, as well as the composites 
was measured by SEM technique. 

3 Results and Discussion  

3.1 Preparation of cur-mPEC micelles 

Because of hydrophobia of curcumin (Anand P. a., 2007), the amphiphilic diblock 
copolymer of mPEG-PCL with the longer hydrophobic segment (PCL22000) was used to 
encapsulate this drug. As seen in figure 1, cur-mPEC micelles only formed at the mass 
rational range of 8:1 – 12:1. The reason might be since the curcumin was physically 
encapsulated into copolymeric nanoparticles due to the hydrophobic interaction of drug 
and PCL core (Shuai, 2004). In cur-mPEC-4 and cur-mPEC-6 samples, mPEC 
distributed throughout the solution and acted as the surfactant. They adsorbed at the 
aqueous-organic solvent interface (DI water-acetone in this study) instead of interacting 
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with curcumin to form micelles due to the insufficient number of polymer chains. When 
the amount of mPEC increased, more chains are adsorbed at the interface, leading to a 
better interaction of mPEC with curcumin molecules. As a result, micelles were formed 
(cur-mPEC-8, cur-mPEC-10 and cur-mPEC-12). If the amount of mPEC reaches to the 
saturated point (cur-mPEC-15), the micelles will become unstable result in the 
disassembling and free chains are again adsorbed at the interface (Owen, 2012). The 
similar explanation for the average size and the particle size distribution of cur-mPEC 
micelles was considered.  As the results in Table 1 and Figure 2, the particle size 
increased with the increase in the amount of mPEC. Cur-mPEC-8 obtained the minimal 
average particle size value of 144 nm was chosen as the optimum micelles since there 
was no precipitation. 

 
Fig. 95. Photograph of micellar formulations with the mass ratio of mPEC to curcumin from 
4:1 to 15:1 (from left to right) (A); clearer photo of cur-mPEC-4 (B) and cur-mPEC-15 (C). 

Red arrows indicate the precipitation of excess curcumin or copolymer. 
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Fig. 96. Particle size distributions of cur-mPEC-8 (a), cur-mPEC-10 (b) and cur-mPEC-12 (c), 

respectively 

3.3 Characterizations of cur-mPEC/chitosan composites 

Polymeric micelles cur-mPECs have a core of PCL that can incorporate hydrophobic 
drugs and release them by means of either the dilution-induced collapse or the 
degradation of micelle-forming polymers. mPEC is known as the highly hydrophilic 
polymer that can limit the drug delivery efficiency (Yoshida, 2017). Hence, chitosan 
was grafted with drug-polymeric micelles to maintain the cur-mPEC micelles as much 
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as possible. In this study, the amount of chitosan was kept as constant while the weight 
percentage of curcumin was changed by increasing the number of micelles (cur:mPEC 
was still kept the ratio of 8:1) (Table 2).  Figure 3 exhibits the surface morphology of 
blank chitosan and chitosan containing cur-mPEC micelles. As the result, the surface 
of chitosan solution was smooth and there were no cracks on the surface (figure 3a). 
The presence of cur-mPEC led to the change in chitosan surface. Obviously, the surface 
of chitosan became rough (figure 3b) and the more micelles were mixed, the rougher 
chitosan surface was (figure 4a-f) and the chitosan film started to crack (figure 4f).  

─ Table 31.Different percentages of curcumin in cur-mPEC -chitosan composites 

No. Chitosan 
(g) 

Cur-
mPEC 
micelle 

(g) 

Ratio of 
micelle:chitosan 

% 
Curcumin Abbreviation 

1 2 0.1 0.005 0.005 0.5-Cur-mPEC-C 
2 2 0.2 0.1 0.01 1-Cur-mPEC-C 
3 2 0.7 0.35 0.03 3-Cur-mPEC-C 
4 2 2.5 1.25 0.05 5-Cur-mPEC-C 
 

  

Fig. 97. SEM image of chitosan (a) and chitosan after being mixed with cur-mPEC 
micelles at 0.005% of curcumin (b) 
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Fig. 98. SEM images of different cur-mPEC-chitosan. (a-c) SEM images of 0.5-cur-mPEC-C, 
1-cur-mPEC-C and 3-cur- mPEC-C at magnification of 5kX, respectively. (d-f) SEM images of 

0.5-cur-mPEC-C, 1-cur-mPEC-C and 3-cur- mPEC-C at magnification of 10kX, respectively 

The characteristic bands of curcumin were shown in figure 5a. The peak at 3508 cm-1 
contributed to the O-H stretching of a phenolic hydroxyl group. The specific peaks of 
C=C stretching and the C=C band of benzene were shown at the wavelength of 1602 
cm-1 and 1512 cm-1, respectively (Danafar, 2014). The FT-IR spectrum of mPEC (figure 
5b) demonstrated that the peak of C–H stretching appeared at 2944 cm-1, which proved 
the existence of PCL segments in the copolymer. A C=O stretching band was observed 
at 1722 cm-1, which can be attributed to the PCL segment, and another peak appeared 
at 1106 cm-1 for C–O–C stretching vibration of the repeated –OCH2CH2 units of PEG 
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(Cuong, 2010; Danafar, 2014; Tamboli, 2013). A strong broad peak between 3200 and 
3570 cm−1 attributed to stretching of O-H bonds in the molecule and to the hydrogen 
bridges between water and sorbitol of chitosan solution was observed in chitosan 
spectrum (figure 5d). The peak at 1650 cm−1 corresponded to the stretching of the 
chitosan amide I group which agreed with previous reports (Yoshida, 2017; Martínez-
Camacho, 2010). It is clear that all the specific peaks of micelles and chitosan appeared 
in FT-IR spectrum of cur-mPEC-chitosan composite (figure 5b). It is noted that when 
the amount of chitosan was much larger than that of micelles the peaks at 3546 and 
3508 cm-1 as well as the peak at 2944 cm-1 could not be observed. The shift of the C=O 
vibration at strong peaks from 1722 and 1512 cm-1 was considered as the successful 
drug-loaded mPEC micelles. The peak at around 1300-1000 cm-1 became stronger and 
sharper might be due to the presence of cur-mPEC in chitosan. 

 
Fig. 99. FT-IR spectra of curcumin (a), cur-mPEC-chitosan composite (b), mPEC (c) 

and chitosan (d), respectively; Red narrows indicate the characteristic peaks of micelle 
and chitosan. 
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4 Conclusions   

In this study, the hybrid cur-mPEC micelle-chitosan composites were successfully 
synthesized using freeze-drying method. The particle size analysis and physical 
stability displayed that curcumin can be encapsulated in the micellar nanoparticles. The 
optimum ratio of curcumin to copolymer was 1:8 with the particle size of 144 nm. This 
result could be the motivation for further in vitro experiments. 

Author contributions: Phan Thi Thanh Hue conducted the experiments; Tran Thi 
Quynh Mai for drafting the manuscript; Nguyen Van Cuong conducted the 
experiments and completed the manuscript for final submission. 
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Abstract. Early detection right at epidemic areas can prevent infectious diseases 
from propagation. Currently, the most common nucleic acid test - polymerase 
chain reaction (PCR) is time-consuming, complex, expensive and thermocycler 
required, thus limiting its utility in poor laboratory conditions or even non-
laboratory condition of epidemic areas. Loop-mediated isothermal amplification 
(LAMP) is quick, cheap, sensitive and isothermal assay could be combined with 
a simple DNA extraction method to integrate into Lab-on-a-chip (LOC) device. 
Here, we attempted to improve LAMP method for malaria diagnosis on portable 
microfluidics chip platform by optimizing DNA extraction using boil and spin 
method and altering Tris-containing amplification buffer for ascertaining 
changing in pH of reaction solution. Basically, blood sample was mixed with 
extraction buffer containing Sodium Dedocyl Sulfate (SDS) concentration and 
treated under high temperature condition. Four concentrations of SDS (0%, 0.4%, 
0.8% and 1%) were tested along with different temperature (65°C and 95°C) to 
adapt into LOC platform and avoid denaturation of LAMP reagent. All samples 
treated at 65°C showed the presence of DNA after extraction. Furthermore, DNA 
amplification buffer was minimized Tris concentration to facilitate result read-
out step. The releasing of hydrogen ion from amplification reaction causes 
increasing in pH which could be recognized by color of pH indicator paper or 
dye, for example, phenolphthalein. Throughout a series of experiments, LAMP is 
demonstrated that it can also occur in low-Tris buffer with pH indicator dye, 
efficiently. The positive sample will have a change from pink to transparent in 
solution color, otherwise, the negative sample will maintain pink. These 
improvements allowed us to adapt LAMP technique into Point-of-care (POC) 
devices in which the whole process run under isothermal condition (650C) and 
non-instrument required visual detection. The LAMP microfluidics chip will be 
potential tool for early detection infectious diseases and several other diseases in 
non-laboratory condition. 
Keywords: LAMP, DNA extraction, Colorimetric detection, Malaria, 
Microfluidics chip. 
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1 Introduction 

In 2016, 91 countries reported a total of 216 million cases of malaria, an increase of 5 
million cases over the previous year [1]. The global malaria deaths reached 445 000 
deaths [1]  Although malaria case incidence has fallen globally since 2010, the rate of 
decline and mortality has stalled and even reversed in some regions since 2014 [1]. The 
most heavily affected countries are least developed countries and developing one, those 
countries oftenly have poor medical systems. Therefore, to have impressive reductions 
in cases and deaths, those countries must be our primary focus. The most effective way 
to reduce malaria is preventing it from transmission by early diagnosis right at epidemic 
areas [1]. However, due to the poor medical systems of epidemic areas, they need a 
rapid, simple-use point-of-care device. 
At present, microscopy of blood smears is still considered as the gold standard forr 
diagnosing malaria infections. However, microscopic diagnosis is unable to detect low-
density infections and required skilled expertise [2-4]. Therefore, rapid diagnostic tests 
(RDT) are now widely used, especially when fast and easy diagnosis is needed [5]. The 
momentous disadvantage of RDTs is that they are rather expensive and inaccurate in 
some cases, similar to microscopy, RDTs are incapable to detect low-density infections 
[6,7]. Currently, PCR is an unique method that can achieve highest detection rates and 
specificity. PCR uses expensive thermocycler and reagents as wells as molecular 
laboratories and well-trained technician. Moreover, it consumes quite long time, thus, 
it is not appropriate when rapid, simple diagnoses are mandatory. LAMP may offer the 
best of both aspects for malaria diagnosis, with sensitivity of PCR and speed of RDTs. 
LAMP is a simple method to amplify DNA with high sensitivity, specificity, speed and 
tolerance to inhibitors under isothermal conditions [8,17]. LAMP uses a DNA 
polymerase with strand displacement activity, usually from Bacillus 
stearothermophilus, eliminating the need for a thermocycler. Besides, Bst polymerase 
which is less sensitive to inhibitors compared to PCR, allows the use of simple and 
rapid DNA extraction methods such as “boil and spin” [9,10]. LAMP assay has high 
specificity because amplification only occurs when six separate regions of target DNA 
are recognized. Specifically, amplication requires two inner and two outer primers,  two 
additional loop primers for acceleration. This working mechanism enhances the 
sensitivity of the reaction and speeds up the amplification time to less than an hour. 
With those characteristics, LAMP is appropriate assay for applying on POC devices. 
When a DNA polymerase incorporates a deoxynucleoside triphosphate into the nascent 
DNA, a pyrophosphate moiety and a hydrogen ion are releases as the by-products. 
There are a number of studies that demonstrated the ability of a DNA polymerase to 
perform efficient synthesis in weakly buffered or non-buffered solutions [11-14]. The 
release of hydrogen ion can cause a significant change from initial alkaline pH to final 
acidic pH in low-Tris buffer. Such a significant change in pH offers the possibility of 
detecting DNA amplification through the use pH indicator dyes. 
The combination of three rapid and simple steps (boil and spin DNA extraction, LAMP 
and pH change observation) can be applicable on POC devices, especially microfluidic 
chips which can run DNA amplification at single temperature, presence of inhibitors, 
and results can be read through colorimetric pH detection easily by naked eye. 
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Fig. 1. Block diagram of the whole procedure. 

2 Materials and methods 

2.1 Materials 

DNA template. Plasmodium falciparum 18S rRNA gene (gen bank M19173.1). 
DNA extraction. Sodium Dodecyl Sulfate (SDS) was purchased from Bio-Rad, 
Singapore. Sodium Chloride, Sodium hydroxide were purchased from Merck Millipore, 
Germany. Tris-HCl was from Sigma Aldrich, USA. 
LAMP. MgSO4, Bst polymerase 3.0 were purchased from New England BioLabs. 
dNTPs 10 mM mix, primers F3, B3, FIP, BIP, Loop F, Loop B (table 1) were produced 
by PHUSABiochem, Vietnam. 
Colorimetric pH detection. Phenolphthalein was purchased from Sigma Aldrich, 
USA. 

─ Table 32. List of primers and sequence for Plasmodium falciparum 18S rRNA gene. 

Primer name Sequence (5’ – 3’) 
F3 TGTAATTGGAATGATAGGAATTTA 
B3 GAAAACCTTATTTTGAACAAAGC 

FIP (F1c-F2) AGCTGGAATTACCGCGGCTGGGTTCCTAGAGAAACA
ATTGG 

BIP (B1-B2c) TGTTGCAGTTAAAACGTTCGTAGCCCAAACCAGTTTA
AATGAAAC 

Loop F GCACCAGACTTGCCCT 
Loop B TTGAATATTAAAGAA 

 
2.2 Methods 

Boil and spin extraction. Extraction buffer was prepared comprising: 400 mM 
NaCl, 40 mM Tris-HCl pH 6.5 and various SDS concentration 0%, 0.4%, 0.8%, 1%. 
Then, 60 L of EB was mixed with 60 L of infected blood and heated at two 
temperature 650C and 950C for 3 minutes. Extracted DNA was stored at 40C and used 
as DNA template for PCR and LAMP. 
 

LAMP. Normal-Tris buffer. A Normal-Tris mastermix 2X was prepared comprising 
40 mM Tris-HCl, 20 mM (NH4)2SO4, 300 mM KCl, 4 mM MgSO4, 0.2% Tween 20, 
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pH 8.8 at 250C, 12 mM MgSO4, 2.8 mM dNTPs mix, 0.64 U/L. The primer 10X 
mixture was prepared with 1.6 M of FIP and BIP, 0.8 M of Loop F and Loop B, 0.2 
M of F3 and B3 primers. All reactions were carried out in total volume of 25 L using 
12.5 L standard mastermix 2X, 2.5 L of primer 10X mixture, 1 L of DNA template 
which extracted under condition of 0%SDS, 650C. All tubes were heated at 650C for 45 
minutes in a water bath. Result was analysed using agarose gel electrophoresis. 

Low-Tris buffer. A Low-Tris mastermix 2X was prepared comprising 20 mM 
(NH4)2SO4, 100 mM KCl, 16 mM MgSO4, 2.8 mM dNTPs mix, 0.2% Tween 20. All 
components were mixed in water, and 1M NaOH was used to adjust the pH to 8.4-9.0, 
as measure by pH paper. The primer 10X mixture was similar to that for Normal-Tris. 
Reagent taken volume and other amplification conditions are the same to Normal-Tris. 

 
Colorimetric pH detection. 1 L Phenolphthalein 0.5% was added to the amplified 
reaction mixture and visually inspected to check final pH of positive and negative 
samples. Color change was observed by naked eye and recorded using a camera. 

3 Results 

3.1 Boil and spin DNA extraction 

─ Table 2. The concentration of extracted DNA at different conditions. 

Sample Concentration (ng/µl) A260/A280 

0%SDS, 650C 183.9 ± 4.3 0.67 

0.4%SDS, 650C 204.6 ± 8.9 0.82 

0.8%SDS, 650C 235.3 ± 5.5 0.86 

1%SDS, 650C 198.8 ± 2 0.83 

0%SDS, 950C 77.2 ± 10.8 1.14 

0.4%SDS, 950C 145.6 ± 9.2 0.90 

0.8%SDS, 950C 156.8 ± 1.9 0.92 

1%SDS, 950C 188.1 ± 4.3 0.88 

From the Table 2, generally, DNA concentration showed higher value when 
increasing SDS concentration. Among 4 samples treated at 950C, 1%SDS extracted 
sample had highest concentration (188.1 ng/µl). However, with 650C condition, the 
most concentrated DNA was 0.8%SDS sample. This also the highest concentration 
within 8 extracted samples. Additionally, it can be seen that 65ºC demonstrated better 
results in DNA extraction than 950C when using the same extraction buffer. For 
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instance, 0%SDS extraction buffer gave only 77.2 ng/µl when heated at 950C while it 
accounted for 183.9 ng/µl with 650C condition. Moreover, A260/A280 ratios of all 
samples were below 1.8 that indicated the low purity of products derived from Boil and 
Spin method. All extracted samples were tested by PCR reaction and demonstrated the 
presence of genome of Plasmodium falciparum. As a result, 0%SDS extraction buffer, 
heat at 650C can provided sufficient concentration for LAMP. 
3.2 Loop-mediated isothermal amplification (LAMP) 

           
Fig. 2. (A) and (B) are agarose gel electrophoresis result of LAMP with Normal-Tris and Low-
Tris buffer, respectively. (C) and (D) are results of colorimetric pH detection by Phenolphthalein 
in Low-Tris and Normal-Tris buffer, respectively. P: positive sample, N: negative sample 
(without DNA template). 

LAMP can occur under Low-Tris condition though gel results shown that it has shorter 
amplified fragments with less number of copies compared to Normal-Tris buffer. On 
the other hand, Low-Tris buffer allowed the change in pH which can be easily observed 
with phenolphthalein color. In Low-Tris buffer, negative sample had clear pink color 
while positive sample was colorless. Normal-Tris buffer shown the same color of both 
positive and negative samples whereas Low-Tris buffer shown significant change in 
color. Initially, pH of buffers were measured by using pH paper, thus pH might not be 
precise at the same value for both of buffers and it led to the small difference in color 
of negative sample in Fig. 2C and negative sample in Fig. 2D. 

4 Discussion 

In regions where malaria is epidemic, parasites spreads very quickly, so a test for 
diagnosis malaria at early stage is extremely crucial. PCR is the most common used 
test. Nevertheless, in epidemic areas, they usually have no thermocycler. 
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Correspondingly, LAMP completely fits those requirements: quick, simple, high 
sensitivity, specificity.  
Moreover, unlike PCR, LAMP has high tolerance to inhibitors. Therefore, DNA 
extracted by Boil and Spin method can be apply directly to LAMP without purification. 
Athough Boil and Spin extraction method is performed at 950C as usual [16,18], it not 
suitable for applying on microfluidic system together with LAMP reaction, since Bst 
polymerase efficient temperature range is 570C – 720C [15]. Providentially, Boil and 
Spin method can provide sufficient efficiency at 650C. This improvement helps 
facilitating microfluidics platform fabrication and also protect LAMP reagents from 
being inactivated by high temperature.  
In other hands, Bst polymerase can work efficiently during amplification process under 
Low-Tris condition. Furthermore, Low-Tris buffer allows the pH to change, which 
cause by the release of proton only if the amplification occurred while Normal-Tris 
buffer maintains pH of reaction mixture during LAMP reaction. Then, users can easily 
recognize the change in color of reaction mixture by observing the color of 
Phenolphthalein chamber on microfluidic chip when reaction mixture passes through. 
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Abstract. Coherent Hemodynamics Spectroscopy (CHS) is a novel technique for 
quantitative assessment of cerebral hemodynamics based on dynamic near 
infrared spectroscopy (NIRS) measurements. This study presents the 
measurement of dynamic absolute cerebral blood flow (CBF) with NIRS and 
CHS in one healthy subject in a protocol of temporal transients change in mean 
arterial pressure (MAP) during normal breathing and hyperventilation. 
Hyperventilation reduces blood flow and enhances cerebral autoregulation effect 
due to hypocapnia-induced vasoconstriction. During hyperventilation, we found 
a decrease in absolute baseline blood flow CBF0 (normal breathing: 35 ± 3 
mlblood/100gtissue/min, hyperventilation: 32 ± 3 mlblood/100gtissue/min) and a faster 
recovery of CBF time trace to baseline value (the time of half-maximal recovery 
was 11 s for normal breathing and 6 s for hyperventilation). These results 
demonstrate the potential of NIRS and CHS for quantitative, noninvasive, 
dynamic measurements of cerebral perfusion and cerebral autoregulation in the 
local brain microcirculation. 
Keywords: Near-infrared spectroscopy, coherent hemodynamics spectroscopy, 
cerebral blood flow, cerebral autoregulation. 

1 Introduction 

Cerebral blood flow (CBF) is an indication of the rate of blood supply to brain tissue. 
Measurement of CBF is critically important to monitor brain function and tissue 
variability. In fact, adequate blood flow to the brain tissue is necessary to ensure 
sufficient oxygen supply for oxidative metabolism occurring in the brain tissue. 
Keeping relatively constant CBF is vital to prevent brain damage associated with 
conditions of hypoperfusion or hyperperfusion [1]. Cerebral autoregulation is one of 
the homeostatic mechanisms in the brain to keep CBF constant despite changes of mean 
arterial blood pressure (MAP) [2].  

Current techniques for continuous monitoring of CBF include transcranial Doppler 
ultrasound (TCD) and diffuse correlation spectroscopy (DCS). While TCD is only 
sensitive to the cerebral macrovasculature, DCS can only measure local relative CBF 
changes but not absolute CBF. In this article, we describe a novel optical technique, 
coherent hemodynamics spectroscopy (CHS), for continuous monitoring of absolute 
CBF in the microvasculature [3-5]. This technique translates cerebral concentrations of 
oxyhemoglobin (O) and deoxyhemoglobin (D) measured noninvasively by near 
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infrared spectroscopy (NIRS) in the brain into the dynamics of cerebral blood volume 
(CBV), cerebral blood flow (CBF) and cerebral metabolic rate of oxygen (CMRO2). 
We use the thigh-cuff method of Aaslid et al. [6] and measure the hemodynamic 
response to the rapid change in mean arterial blood pressure (MAP) after the release of 
cuff pressure. By fitting the transient changes in 𝑂(𝑡) and 𝐷(𝑡) at the cuff release to 
the CHS model, we can obtain quantifiable parameters and absolute time trace of CBF 
under the assumption of constant CMRO2. Cerebral autoregulation effect could be 
assessed by either the recovery of CBF to baseline value following the cuff release or 
by the fitted parameter of cerebral autoregulation cutoff frequency [6,7]. In this study, 
partial pressure of carbon dioxide (pCO2) was modulated when the subject performed 
normal breathing and hyperventilation to induce predictable changes in CBF and 
cerebral autoregulation [6,8]. Hyperventilation causes hypocapnia-induced 
vasoconstriction, which will reduce CBF and enhance cerebral autoregulation effect. 
We show that CBF measured with NIRS and CHS is sensitive to different levels of 
autoregulation effectiveness in the cerebral microvasculature.  

2 Methods 

2.1 Experimental Setup 

Data measured from a 33 year old female healthy subject are presented. The subject 
provided written informed consent approved by the Tufts University Institutional 
Review Board. NIRS measurements on the human brain were performed using a 
frequency-domain tissue spectrometer (Imagent, ISS, Inc., Champaign, IL), which 
utilizes laser diodes emitting light at 690 and 830 nm. Prior to the experiment, absolute 
baseline concentrations of oxy-, deoxy-, and total-hemoglobin (O0, D0, and T0) were 
obtained from measurement collected using an optical probe with eight source-detector 
distances (0.5-4.0 cm) [9]. Then, a probe with single source-detector distance at 3.5 cm 
was used to measure optical intensity changes during the experiment, which were 
translated into the relative changes in the concentrations of oxy-, deoxy-, and total-
hemoglobin [Δ𝑂(𝑡), Δ𝐷(𝑡) and Δ𝑇(𝑡)] by applying modified Beer-Lambert law [10]. 
In either case, the probe was placed on the right side of the subject’s forehead. Two 
pneumatic cuffs were wrapped around subject’s thighs and connected to an automated 
cuff inflation system (E-20 Rapid Cuff Inflation System, D.E. Hokanson, Inc., 
Bellevue, WA). Mean arterial pressure (MAP) was recorded with a finger 
plethysmography system (NIBP100D, BIOPAC Systems, Inc., Goleta, CA). 
Respiration effort was monitored with a strain gauge (Sleepmate Piezo Effort Sensor, 
Ambu, Inc., Colombia, MD). All optical and auxiliary signals were acquired 
synchronously at a sampling rate of 9.9 Hz.  

The experiment consists of two thigh cuff occlusion protocols, separated by a period 
of at least 2 minutes of baseline. Each cuff occlusion protocol includes two minutes of 
cuff inflation to a pressure of 200 mmHg and then a rapid release of the cuff pressure 
to induce a transient decrease in systemic MAP, which resulted in changes in NIRS 
signals. The first cuff protocol was performed while subject was breathing normally. 
The second cuff protocol was performed while subject was hyperventilating at a rate of 
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20 breaths per minute, guided by a metronome. The subject continued to hyperventilate 
for 30 s following the second cuff release.    

2.2 Data Analysis 

The superposition of relative changes to the absolute baseline values provides temporal 
absolute concentrations of oxy-, deoxy-, and total-hemoglobin [𝑂(𝑡), 𝐷(𝑡) and 𝑇(𝑡)], 
in units of microMolar, μM. The dynamic responses of 𝑂(𝑡) and 𝐷(𝑡) within 7 s 
following the thigh cuff release were fitted to time-domain CHS [3,4] to give the 
following parameters: the capillary blood transit time 𝑡(c), the venous blood transit time 
𝑡(v), the autoregulation cutoff frequency fc

(AR), the inverse of the modified Grubb’s 
exponent 𝑘 and the capillary blood volume ratio Ƒ(c)CBV0

(c)/CBV0 (Ƒ(c) is the Fåhraeus 
factor). The fitting procedure was performed using least-square method, with lower and 
upper bounds of parameters chosen by physiologic ranges [4]. Errors on the parameters 
were estimated using bootstrapping based on the data errors compared to the fit [11]. 
For the second cuff release, we fixed CBV0

(c) and 𝑘 by the values obtained from the 
first step response while fitting for the remaining parameters. 

By assuming a constant CMRO2, dynamic changes in CBF with respect to baseline 
(cbf(𝑡)) was computed as the inverse Fourier transform of the following equation [4,5]: 

cbf̃(ω)

=

∆Õ(ω) − ∆D̃(ω)
T0

− (2𝑆(𝑎) − 1)
CBV0

(𝑎)

CBV0
cbṽ (𝑎)(ω) − (2𝑆(𝑣) − 1)

CBV0
(𝑣)

CBV0
cbṽ(𝑣)(ω)

2 [
⟨𝑆(𝑐)⟩

𝑆(𝑣)
(⟨𝑆(𝑐)⟩ − 𝑆(𝑣))

Ӻ(𝑐)CBV0
(𝑐)

CBV0
ℋRC−LP
(𝑐) (ω) + (𝑆(𝑎)− 𝑆(𝑣))

CBV0
(𝑣)

CBV0
ℋG−LP
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 (1) 

where the tilde symbol indicates Fourier transformation (ω is the Fourier conjugate of 
t). 𝑆 is the oxygen saturation of hemoglobin with superscripts (a), (c), and (v) associated 
with the arterial, capillary and venous compartments, and 〈𝑆(𝑐)〉 denotes the spatial 
average saturation over the capillary bed. 𝑆(a) is set to 0.98, while S(v) and 〈𝑆(𝑐)〉 are 
computed from the transit time 𝑡(c), 𝑡(v) and the rate constant of oxygen diffusion α set 
to 0.8 s-1. The two low-pass filters ℋRC−LP

(𝑐) (ω) and ℋG−LP
(𝑣) (ω) are the transfer functions 

associated with the blood transit time in the capillary bed and in the venous 
compartment, respectively. We also set the quantity CBF0

(a)/CBV0 to 0.35 [12].  
The baseline cerebral blood flow, CBF0 (in a unit of mlblood/100 gtissue/min) can be 

measured using the following equation: 

CBF0 =
1

𝜌𝑇

Ӻ(𝑐)CBV0
(𝑐)

𝑡(𝑐)
=
1

𝜌𝑇

T0
ctHb

Ӻ(𝑐)CBV0
(𝑐)

CBV0
𝑡(𝑐)

 (2) 

where the hemoglobin concentration in blood ctHb is set to 2.3 mM, the mass density 
of brain tissue 𝜌𝑇 is taken to be 1.04 gtissue/mltissue. From Eq.(1) and Eq.(2), the absolute 
time trace of cerebral blood flow can be written as CBF(𝑡) = CBF0(1 + cbf(𝑡)). 
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3 Results 

Rapid thigh cuff release resulted in a drop in mean arterial pressure (MAP), which 
induced a transient decrease in oxy-hemoglobin (Δ𝑂(𝑡)) and increase in deoxy-
hemoglobin concentration (Δ𝐷(𝑡)) within 7 s following the cuff release. By fitting this 
segment of NIRS signals with the hemodynamic model, the parameters were retrieved 
(Table 1). The baseline total-hemoglobin concentration (𝑇0) was 45.7 ± 0.1 μM at the 
cuff release during normal breathing and 45.9 ± 0.1 μM during hyperventilation. The 
inverse of the modified Grubb’s exponent 𝑘 = 3.6 ± 0.2 and the capillary baseline 
cerebral blood volume CBV0

(c) = 0.0091 ± 0.0001 mlblood/mltissue, were obtained from 
the fit in the first step response, but fixed at these values for the second step response 
to fit for parameters 𝑡(c), 𝑡(v) and fAR

(c).  

Table 33. Output parameters of the model fit (mean value ± standard deviation). 

 t(c) (s) t(v) (s) fAR
(c) (Hz) CBF0 

(mlblood/100gtissue/min) 
Normal breathing 1.18 ± 0.02 4.6 ± 0.2 0.04 ± 0.01 35 ± 3 
Hyperventilation 1.30 ± 0.01 5.6 ± 0.1 0.07 ± 0.01 32 ± 3 

From NIRS signals and fitted parameters, absolute baseline cerebral blood flow 
CBF0 and the time trace of CBF with respect to baseline value (cbf(𝑡)) were obtained. 
The time traces of Δ𝑂(𝑡), Δ𝐷(𝑡), and temporal dynamic absolute CBF (CBF(𝑡)) in the 
overall experiment are shown in Fig. 1. CBF dropped during hyperventilation, with a 
decrease in CBF0 from 35 to 32 mlblood/100 gtissue/min and an associated increase in 𝑡(c) 
from 1.2 s to 1.3 s.  

 
Fig 1. Measurement time series of the experiment. Black vertical dashed lines indicate the 
thigh cuff releases from occlusion. Hyperventilation occurred between the gray vertical 
dashed lines. 

Due to the systemic decrease in MAP induced by the rapid release of the thigh cuffs, 
CBF itself features a transient decrease. This transient decrease in CBF with respect to 
baseline during normal breathing and hyperventilation are reported in Fig. 2. The 
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measured CBF dropped by 6 % from its baseline value at the thigh cuff release during 
normal breathing and by 3% during hyperventilation. The CBF trace during 
hyperventilation featured a faster recovery to baseline in comparison to normal 
breathing, with the time of half-maximal recovery (i.e., the time at which cbf trace 
reaches 50% of its maximal decrease from baseline following the cuff release) 
approximately at 11 s for normal breathing and 6 s for hyperventilation. This indicates 
the increase in cerebral autoregulation effect during hyperventilation [6].  

  
Fig 2. Time traces of CBF following the thigh cuff releases during normal breathing and 
hyperventilation. The thigh cuff release is at time 0 s (black vertical dashed line). The time of 
half-maximal recovery for each trace is indicated by the gray vertical dashed line. 

4 Discussion 

We presented a method that uses standalone NIRS in conjunction with a hemodynamic 
model to measure temporal dynamic absolute cerebral blood flow (CBF(𝑡)) in a 
protocol with induced transient changes in mean arterial pressure. This representative 
measurement from one healthy subject demonstrates that our method is sensitive to 
induced changes in CBF and cerebral autoregulation effect due to perturbation in partial 
pressure of carbon dioxide (pCO2). The proposed technique of NIRS-CHS will enhance 
the significant research and clinical applications for real-time monitoring of cerebral 
perfusion and autoregulation in humans. 

We found the value of absolute CBF (CBF0) in the prefrontal cortex of the human 
subject to be 32-35 mlblood/100 gtissue/min, which is lower than the reported range of 
typical cerebral blood flow as 55-60 mlblood/100 gtissue/min [13]. This could be due to the 
confounding effect from the extracerebral tissues to NIRS measurements [14]. Our 
current work focuses on depth discrimination methods to fully characterize the 
contributions from extracerebral and intracerebral tissues to NIRS measurements. We 
also found that the magnitude of the CBF decrease measured with our technique is 
lower than those reported with transcranial Doppler ultrasound (TCD), which found a 
decrease in flow velocity of 11-14 % following the cuff release [15]. The discrepancy 
could be because NIRS-CHS provides an indirect measurement of microvascular 
cerebral blood flow based on blood oxygen diffusion in the capillaries. Instead, blood 
flow from TCD is estimated from the measurement of CBF velocity in the 
macrovasculature (e.g., the middle cerebral artery). Future work would focus on further 

Period of hyperventilation 



377 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

validation of the NIRS-CHS technique in concurrent measurements with TCD and 
diffuse correlation spectroscopy (DCS). 
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Abstract. In this study, we used functional near-infrared spectroscopy to measure 
the brain hemodynamic responses during a verbal fluency task in both healthy 
controls (HC) and mild cognitive impairment patients (MCI). We found a greater 
amplitude of oxy-hemoglobin and deoxy-hemoglobin changes, and a 
significantly higher value of maximum slope calculated from oxy-hemoglobin 
change in MCI compared to HC during the task. Our experimental results suggest 
the potential of using the cerebral hemodynamic responses, especially the 
maximum slope of oxy-hemoglobin change, as a biomarker for MCI. 
Keywords: functional near-infrared spectroscopy, dementia, semantic task, 
phonemic task 

1 Introduction 

Mild cognitive impairment (MCI) is a progressive stage of dementia, which reduces 
the cognitive and memory functions more than the normal aging but not serious enough 
to disturb the patient’s daily life [1]. Because there is a high risk for MCI to develop 
into Alzheimer's disease (AD), it is important to diagnose MCI in the early stage. 
Several imaging techniques have been used to develop a diagnostic method for MCI 
such as fMRI, PET, and EEG [2]–[4]. PET/fMRI provide whole brain images with high 
spatial resolution but PET uses radioactive agents, fMRI restricts people with metal-
implanted devices, and both PET/fMRI systems are extremely expensive. EEG has a 
high temporal resolution, but its signal is not localized. In addition, the above-
mentioned techniques are highly sensitive to movement noises. As a result, diagnosing 
MCI with these techniques is still challenging.  

Hence, we suggest using functional near-infrared spectroscopy (fNIRS) to 
investigate MCI. fNIRS is a noninvasive optical technique to measure brain 
hemodynamic changes. It is a low-cost system that can be applied harmlessly on 
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everyone. Additionally, it is relatively stable with motion-induced artifacts. Currently, 
fNIRS has been used for researches to diagnose MCI using dual-task [5], working 
memory task [6], and verbal fluency task (VFT) [7]–[9]. In this study, we measure 
fNIRS signals during a VFT. We hypothesize that the compensatory mechanism may 
alter the cerebral hemodynamic responses in MCI during the task. We also compare our 
results with the other fNIRS studies using VFT. Because fNIRS can measure the brain 
hemoglobin oxygenation without any restrictions, we believe that it will play an 
important role in diagnosing MCI. 

2 Method 

2.1 Participant 

A total of 69 right-handed elderly subjects living in Gwangju and adjacent cities 
(Korea) participated in this study. Based on the diagnosis results from the medical 
doctors at Chonnam National University Hospital (Gwangju, Korea), subjects were 
divided into two groups: a healthy control (HC) group and a MCI group. The HC group 
has subjects without any psychiatric disorders (39 subjects, 18 males, ages: 72.2 ± 5.6 
years). The MCI group includes subjects who were diagnosed as MCI patients (30 
subjects, 21 males,  ages: 76.0 ± 3.5 years). Before the experiment, all subjects signed 
an agreement to participate in the experiment after a technician explained the 
experimental procedure. This study was approved by Institutional Review Board at 
GIST. 

2.2 fNIRS device 

 

Fig. 100. A lab-built 4 channels fNIRS system. 

A lab-built four channels fNIRS device was used to measure signals from the 
subjects’ forehead. Channel 1 and 2 were located at the right forehead and channel 3 
and 4 were at the subject’s left forehead. Our fNIRS device has been tested and applied 
in several previous studies [10], [11]. The device in this study consists of 2 LEDs (OE-
MV7385-P, OptoENG), which emit light at 730 nm and 850 nm and 3 photodiodes 
(OPT101, Texas Instruments). The separation between a LED and a photodiode was 3 
cm (Fig. 1). The device sampling rate was 8 Hz and intensity of the LED light was 5 
mW. The LED and photodiodes were attached to the subjects’ forehead using a medical 
double layer tape. The ambient light was shielded using a black-colored hairband 
covering the entire forehead. 
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2.3 Experimental protocol 

Verbal fluency task (VFT) comprised of two different tasks, phonemic and semantic 
and 30 seconds of rest between them. In a phonemic task (30 sec), the subjects were 
asked to speak words beginning with a certain letter (e.g. letter “P” with pig, power, 
paper, etc.), and in a semantic task (30 sec), the subjects had to tell words belonging to 
a certain category (e.g. “animal” category with dog, cat, lion, etc.). Including the 
baseline period, total experimental time was less than 3 minutes (Fig. 2). During the 
experiment, subjects were asked not to move their body to prevent motion artifact. 

 

 

Fig. 101. The paradigm of a verbal fluency task. 

2.4 Processing method 

Firstly, relative concentration changes of oxy-hemoglobin ([∆OHb]) and deoxy-
hemoglobin ([∆RHb]) were calculated from the light intensity using modified Beer-
Lambert’s law [12]. Unit of [∆OHb] and [∆RHb] is uM/DPF where DPF is the 
differential path length factor. Secondly, [∆OHb] and [∆RHb] were band-pass filtered 
with 2nd order Butterworth at 0.01-0.1 Hz. Thirdly, the maximum increase of [∆OHb] 
and the minimum decrease of [∆RHb] within a 35-second window (30 seconds during 
the task and 5 seconds after the task) were computed. Both [∆OHb] and [∆RHb] were 
corrected to 0 uM/DPF when the task started and there was no other normalization 
process. After that, the highest positive slope was calculated from the 1st derivative 
of [∆OHb]. Finally, an unpaired two-sample t-test was applied to the computed features 
to check the significance of the difference between two groups. 

3 Result 

3.1 Behavioral results 

In the phonemic task, the HC group produced 6.6 ± 2.8 words, and the MCI group 
produced 5.5 ± 3.1 words. The HC and MCI groups in the semantic task generated 9.6 
± 3.1 and 8.8 ± 3.2 words, respectively. In both tasks, HC group spoke more words 
compared to MCI group, but not statistically significant (p>0.1). 
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3.2 fNIRS results  

Figure 3 plot the averaged time traces of [∆OHb] and [∆RHb] from channel 1 in 50 
seconds (10 seconds before and after the task). During the task, [∆OHb] increased in 
both groups, but [∆OHb] of MCI reached its maximum earlier than the one in HC. In 
contrast, [∆RHb] was constant in HC, while it decreased in MCI.  
 

 
Fig. 3. The averaged [∆OHb] and [∆RHb] during a VFT in HC and MCI groups from channel 

1. The shades represent standard error. 

The maximum increase in [∆OHb] in MCI group was higher than HC group for all 
the channels from both tasks, but there was no significance due to large variation within 
a group (Fig. 4a). In agreement with the increase in [∆OHb], the maximum decrease in 
[∆RHb] of MCI group was greater than the one in the HC group. A significant 
difference was found during a phonemic task in channels 1 and 4 (p < 0.05), while there 
was no significant difference during a semantic task (Fig. 4b). The maximum slope of 
[∆OHb] was significantly higher in the MCI group than HC group during the phonemic 
tasks (p < 0.05), and especially, channel 1 showed p < 0.001 (Fig. 4c)  

4 Discussion 

The cerebral hemodynamic responses were monitored during a process of generating 
words, mainly related to the memory function. Most previous studies showed an 
increased [∆OHb] and a decreased [∆RHb] during a VFT [7]–[9]. In agreement with 
former studies, our study showed a similar trend in both groups but with a higher 
amplitude of [∆OHb] and [∆RHb] in MCI patients. This result can be explained by the 
compensation theory [13]. The compensation theory is a hypothesis to explain a natural 
aging process in elderly. When dealing with the same amount of workload, the elders’ 



383 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

brain recruits more energy than the youngers’ one. The former study revealed that MCI 
also followed this theory showing a higher level of activation [8]. Hence, even with 
age-matched, MCI group required more energy than HC group to perform the VFT.  

 
Fig. 4. Experimental result. (a) The maximum increase of [∆OHb], (b) The 

maximum decrease of [∆RHb], and (c) The maximum [∆OHb] slope. Error bars 
represent standard deviation. 

Since oxy-hemoglobin is a major factor to represent regional cerebral blood flow 
(rCBF) [14], the slope of [∆OHb] represents how fast the oxygen is carried to the brain 
through the blood. The higher the slope is, the more blood supply to the brain is. 
Therefore, we focused on analyzing the slope of [∆OHb] rather than the one of [∆RHb]. 
In addition, depending on the study purpose, the selection of window size for processing 
the data affects the result of the group analysis. The slope change when the subjects 
start to generate words has been studied and showed a significantly lower value in AD 
compared to HC and MCI [8]. In this study, we extracted the maximum slope from 35 
seconds to observe brain activity during the whole task and this parameter was able to 
provide a significantly higher value in MCI compared to HC. Furthermore, we noticed 
that MCI subjects tended to speak words without any restriction at the beginning of the 
task, but they felt difficulties from the middle of the task. It may be an evidence that the 
greater neural activity was recruited when workload became larger during VFT. These 
results imply that MCI patients tried harder than HC group to think words during verbal 
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fluency tasks, which is shown by an increased [∆OHb] slope but failed to speak as many 
words as HC group. 

In summary, we performed VFT study to assess altered hemodynamic responses in 
MCI. Compared to previous studies, our study has two new aspects. Firstly, instead of 
focusing on one type of VFT, we assessed the prefrontal hemodynamic changes using 
both alphabet and category VFT. In general, both tasks successfully tested the cognitive 
function by observation of the prefrontal activation. However, because the mechanism 
to generate the words from the phonemic and semantic conditions is different, it is 
valuable to compare the performance and hemodynamic response between two groups 
in each condition. In fact, the minimum amplitude of [∆RHb] was found to be 
significant between two groups in phonemic (channel 1 and 4) but not semantic. 
Secondly, rather than computing [∆OHb] slope during first several seconds of the task, 
we calculated the maximum [∆OHb] slope during the whole task (35 seconds).  By 
doing so, we were able to reveal the significant difference between MCI and HC groups 
in term of [∆OHb] slope. From our experimental results, we suggest using the slope of 
[∆OHb] during a VFT as a biomarker to characterize MCI.  

5 Conclusion 

We investigated the cerebral hemodynamic responses in normal healthy controls and 
mild cognitive impairment patients. We found a higher increase in the oxy-hemoglobin 
concentration and a significantly greater slope of oxy-hemoglobin change during a 
verbal fluency task. These results suggest that the maximum slope of oxy-hemoglobin 
change during a verbal fluency task may be a promising biomarker to diagnose MCI 
due to the AD when further studies are conducted to compare MCI from AD and MCI 
from other causes.  
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Abstract. The process of venipuncture is a necessity for obtaining intravenous 
access for intravenous therapy or blood sampling of venous blood. Therefore, a 
vein finder system is an effective solution not only to make venipuncture safe and 
accurate but also to reduce anxiety and stress of patients and to improve donation 
comfort and efficiency. Vein visualization technology utilizes noninvasive 
infrared technology in capturing the real-time venous image on the patient’s skin 
and making it observable. In the procedure executed by this system, the sample’s 
skin is exposed to the near-infrared (NIR) light transmitted from an 850nm 12W 
6-LED array. Following this, Raspberry Pi 3 Model B, connected with NoIR 
Camera Board, is utilized as an image acquisition equipment to capture the NIR 
illuminated skin area. Next, the raw data will be transferred to the computer to 
perform the filtering and processing technique before being displayed on the 
monitor. The system is examined on 24 volunteers with various age and gender 
groups. The output venous image is also imported to a pico-projector (Texas 
Instrument Inc.) for the attempt of back-projection onto the patient’s hand. In 
overall, the experimental results are capable of distinguishing the differences in 
the contrast and brightness between the veins and the surrounding tissues on the 
wrists of the samples. It is anticipated that, with further investigation and 
experiments, a verification method for accurate and real-time projection of the 
enhanced imaged onto the human skin can be developed. 
Keywords: venipuncture, near-infrared, Camera Board, filtering and processing, 
back-projection 

1 Introduction 

Recently, Near-Infrared (750nm – 1400nm) Imaging (NIR) has significantly attracted 
the attention of many medical scientists and practitioners as a non-invasive method of 
acquiring images of veins near the surface of skin efficiently. It has been scientifically 
proven to be useful assistance in phlebotomy procedure performed on patients and a 
remarkable tool in medical diagnostic [1]. Hence, this device aids more support in the 
vein tracking process of the phlebotomists because venipuncture is an essential part of 
clinical testing, donation, or medical research.  

The principle of this project is the method of vein imaging, which relies on the 
variation of light absorption parameters between venous blood and surrounding tissue 
to capture the image of the venous system non-invasively. Together with some digital 
image enhancement techniques, a system is designed with a NIR light source (850 nm), 
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a Raspberry Pi 3 Model B micro-controller, a NoIR camera board, 
DLPDLCR2010EVM projector, and a laptop (or computer) with MATLAB installed as 
an image processor. 

The experimental results exhibit an acceptable venous image of some chosen 
samples. The image projection is also initially possible using the adjustments in the 
projector’s software and the method of reference points. This vein finder system is 
believed to have a lot of future potentials to be developed in many orientations such as 
venous disease diagnosis, more accurate image re-projection, or vein finder smartphone 
application. 

2 Principle of Near-infrared Imaging in Vein Illuminator 

The unique characteristic of NIR radiation is it can penetrate into biological tissue up 
to a depth of about 3mm, in which the veins are located. Arteries are more deeply seated 
than veins and NIR cannot penetrate further beyond 3mm. Moreover, in contrast with 
arterial blood which is mostly occupied by oxygenated hemoglobin (HbO2), the 
reduced, or deoxygenated, hemoglobin (Hb) in the venous blood absorbs more of the 
radiation in this spectrum than the surrounding tissue. This concept is illustrated in 
Fig.1 [2], which describes the absorption spectra of Hb and HbO2 and water, main 
component of the neighbor tissues such as fat, and muscle. 

 
Fig. 102. The absorption spectra of water, Hb, and HbO2. 

 According to the figure, only Hb and HbO2 are the primary absorbers of NIR light 
(600 to 1300nm). In this region, venous blood still maintains a higher absorption 
capability when the absorption coefficients of both oxygenated and deoxygenated blood 
dramatically fall with the wavelength beyond 600nm. Also, there exists a peak at 
approximately 760nm for HbO2, and the absorption difference between both kinds of 
hemoglobin is most prominent within the 700nm-900nm range. Therefore, it is 
significant that the wavelength of the NIR light source is chosen to be between 700nm 
and 900nm or around 760nm, ideally.  
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3 Methodology 

3.1 System design 

The system is built up by some essential components such as a 12W NIR 6-LED array 
(850 nm), an image capturing device (NoIR camera), a camera controller (Raspberry Pi 
3 Model 3), a computer with MATLAB installed, and a DLPDLCR2010EVM 
projector.  

As can be seen from Fig. 2, at the first stage, the NIR light source will be operated 
to emit NIR light to the skin surface of the skin. Because of the absorption of Hb, the 
image of the venous system can be captured by a NoIR Camera Board connected to 
Raspberry Pi. From the controller, the image is transferred to the computer to perform 
the image enhancement and noise filtering process on MATLAB. Finally, the resulting 
image is either display on the screen or re-projected on the skin by the projector.  

 

Fig. 103. The system components. 

Software implementation 

 

Fig. 104. Flowchart of the system. 
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Fig. 3 illustrate the programming procedure of the system. Two most crucial image 
processing technique will be discussed thoroughly: median filtering and adaptive 
histogram equalization. 

3.2 Median filtering 

Median filtering is a nonlinear method used to remove noise from images without 
eliminating the edges and lines. Specifically, the median filter works by replacing each 
pixel of the image with the median of all pixels in a neighborhood 𝜔. 

 𝑦[𝑚, 𝑛] = 𝑚𝑒𝑑𝑖𝑎𝑛{𝑥[𝑖, 𝑗], (𝑖, 𝑗) ∈ 𝜔} (1) 

where 𝜔 represents a neighborhood defined by the user whose center is around location 
[𝑚, 𝑛] in the image. In this approach, 2D median filter, in which the median of all pixel 
value inside the window is applied as the replacement for the pixel at the center is 
performed on the snapshot image. [3] 

3.3 Adaptive histogram equalization 

This technique is only executable as long as the image is converted to grayscale. The 
histogram is the plot of the number of pixels for each intensity value. In this method, 
the image is divided into distinct sections whose histograms are computed separately. 
After that, the tonal values of the image are redistributed according to their probability 
distribution function. Consequently, the visual contrast is considerably enhanced along 
with the sharpness. In our implementation, adaptive histogram equalization is 
performed twice to increase the effectiveness of the method [4].  

3.4 Back-projection methodology 

It can be analyzed that the real-time image of the veins as a consequence of the 
MATLAB program only occupies a central part of the computer screen. This means 
that the output of the projection through the HDMI port will be extremely distracted as 
the whole screen is projected on the skin. Therefore, it is required that the input need to 
be cropped to only the part of the venous image.  

Fig. 105. Steps of image cropping procedure. 

As can be seen from Fig. 4, the cropping transaction is accomplished by controlling 
the 24-bit parallel I2C interface of the DLPDLCR2010EVM with a unique 
programming language that is not compatible with other prevalent and standardized 
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ones such as C++, Python, MATLAB. First of all, from the resolution of the input 
HDMI display, the coordinate (X, Y) of the pixel where the crop will be started is 
determined. Following that, the number of lines and pixels per line are called to 
indicates the width and height of the cropped image. At the last stage, the cropped pixels 
can be scaled to an arbitrary resolution as long as it is rational with the input venous 
image before being projected. [5]. 

4 Results 

4.1 Hardware design and on-screen results of volunteers 

Fig. 106. Hardware design of the image capturing system. 

Fig. 5 describes the design of the image capturing system including a camera board 
attached at the center of a 6-LED array ring, all of which are connected to the ports of 
Raspberry Pi 3 Model B. The computer controls this system via the Ethernet port on 
Raspberry Pi. 

 
Fig. 107. Resulting venous images of the wrists of 24 volunteers 

In the next part of the research, 24 volunteers (14 females, 10 males) with various 
age groups and BMI indexes representing the amount of fat under the skin are invited 
to examine the operation of the design. There are 5 children and teenagers (8 to 14 years 
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old), 11 adults (18 to 34 years old) in the volunteer's group, whereas, the remaining 
people are in middle ages (44 to 64 years old). Their left or right wrist is NIR 
illuminated and captured by the system, the resulting images are displayed on the screen 
of the computer, as shown in Fig. 6. 

4.2 Back-projection of the results onto the skin: 

The research is currently investigated on the projection of the venous image onto the 
volunteers’ wrists. Two subjects are undergoing the experiments of this process. 
Subject 1 is a 21-year-old man, while the other is a 55-year-old woman, whose right 
hands are the location for image capturing and re-projecting. Their hands are stabilized 
on the table in both cases.  

However, to assure that the venous image accurately illuminates the subject's hand 
at the right position, a calibration method is proposed, in which the subject’s wrist is 
marked with three white dots by a special ink that prevents transmittance of NIR light. 
Therefore, the on-screen enhanced image also contains these dots. After that, these 
images are projected back onto the skin in a way such that the reference points must be 
accurately fixed with their original ones, indicating the accurate projection [4]. The 
procedure is illustrated in Fig. 7. 

Fig. 108. Original hands and venous image re-projection on the hands of subject 1 (two 
leftmost images) and subject 2 (two rightmost images). 

5 Discussion and Implementations: 

5.1 Evaluation of the results 

According to Fig. 6, after the contrast enhancement process, in almost every subject, 
the veins are more easily located as their color is significantly darkened and conversely, 
the other tissues appear with a higher brightness. Furthermore, there is a development 
in the re-projection of the image onto human’s skin although the procedure only pauses 
at the experiments. Indeed, the application of the DLP LightCrafter Display 2010 EVM 
in a new approach of the project is considerable because the problems of operating a 
new projector module that uses I2C interface to control is overcome and the quality of 
the output is comparable to the commercialized products regarding resolution. 

Nevertheless, it can be easily observed that the current design has a bunch of raw 
connection wires to link the components together such USB, HDMI, power supply 
cable… which makes the product look extraordinarily anesthetic and not portable. In 
case of tiny and deep veins such as those from the children and teenagers group, the 
image is blurred or may not be obtained. In addition, the task of image projection has 
no guarantee that the venous image is illuminating the right anatomical parts because 



392 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

the method using reference points are temporary and it contains many errors regarding 
distance and angle. 

5.2 Implementations 

The next progression, the research can develop the software and graphical user inter-
face to obtain more emphasizing venous images and a friendlier program for every-one 
other than the engineers to operate the system. Moreover, innovative system will be 
designed with proper components arrangement for both the NIR camera and the 
projector for the real-time operation. Therefore, a method in which a camera and 
projector are placed in different axes is proposed. On account of the modification of the 
axes, the visual conflict between the input of the camera and the output of the projector 
is completely eliminated.  In the proposed method, the software program requires an 
additional technique called homography transformation to correct the angle variances 
between the camera and projector [6, 7]. 

6 Conclusion 

To sum up, this analyzing vein image system will provide the safest way for 
venipuncture shortly due to non-invasive characteristic of NIR technology. The 
hardware components are the state-of-the-art modules that are popularly available on 
the market. In addition, the image processing algorithm is an innovative version of other 
researches. By looking at the vein-illuminating images displayed on the screen, the 
phlebotomists would deal with no trouble in searching for the accurate vessels for blood 
drawing or venipuncture as the venous image appears clearly and sharply among the 
surrounding tissues. In the future, the achievement of a real-time projectable vein finder 
device, together with an aesthetically satisfying design will even emphasize the 
beneficial effects of this research in Vietnam’s medical system. 
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Abstract. In this paper, a DNA aptamer was detected by electrochemical DNA 
sensors. To enhance the sensitivity and selectivity, the working electrode surface 
of the electrochemical sensor was modified by a synthesis of poly-pyrrole 
nanowires. Characterization of poly-pyrrole nanowire was verified by SEM 
images. The evaluation of DNA sensors was implemented using EC301 
Potentiostat from SRS. The sensor can detect the DNA concentration as low as 
10−12 𝑚𝑜𝑙/𝑙. A series of measurement were conducted, which showed the 
relationship between DNA concentrations and peak current.  
Keywords: Electrochemical DNA sensors, Potentiostat, conducting 
polymer 

1 Introduction 

DNA diagnostics have significant applications in many fields as agriculture, medicine, 
molecular biology and forensics [1-3]. Since the first widely adopted method for DNA 
sequencing of Maxam-Gilbert in 1977 [4], much effort has been made to improve the 
performance of the test [5-8]. DNA assay based on hybridization [9], where bio-
recognition event occurs due to the affinity between complementary single-stranded 
DNA, has been utilized since the early 90s. Today, the method, combined with the 
advancement of micro-technology, lead to a development of DNA sensors, Lab-on-a-
chip (LOC) or Point-of-care-test (POCT). Many approaches have been proposed to 
improve a detection of hybridization event with high sensitivity and selectivity, 
including acoustic, optical and electrochemical techniques [10]. One challenge to the 
DNA sensor lies in the immobilization process, where the DNA must be effectively 
linked to the solid support for secure signal transduction. Some conventional 
immobilization techniques could be listed, such as retention in a polymeric matrix, 
covalent attachment on a functionalized support and polypyrrolization [11].  

Conducting polymers play the role of active substrate that has unique electronic, 
chemical and biochemical properties and was utilized widely in numerous applications, 
including energy storage, electro-catalysis and chemical sensors [12]. They contain π-
backbone which is responsible for unusual electronic properties such as electrical 
conductivity, low ionization potential and high electronic affinity [13]. The 
characteristics could be explained through the formation of non-linear defects in 
polymer structure, which are polarons, bipolarons and solitons [14]. A number of 
conducting polymer materials have been used extensively in many applications, such 
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as drug delivery, environmental and clinical monitoring, super capacitors, batteries and 
biosensors, etc. In biosensors, the conducting polymer formed suitable matrices of 
biomolecules, which enhance speed, sensitivity and versatility of the biosensors [15]. 
On top of that, polypyrrole was used extensively in DNA biosensors due to its good 
bio-compatibility and polymerization ability at neutral pH.  

This paper shows the procedure used for synthesis of polypyrrole nanowire and 
immobilization process. The immobilized sensors were then used to detect label-free 
DNA through the voltammetric technique.  

2 Experimental 

2.1 Triple Electrode configuration 

Triple-electrode configuration is the most common structure for design and 
development of electrochemical sensor. The structure comprises three distinct 
electrodes, namely Working electrode (WE), Reference electrode (RE) and Counter 
electrode/Auxiliary electrode (CE).  

A pre-defined voltage was applied between Working and Reference electrode while 
the current was measured between Working and Counter electrode. The Working 
electrode is where the reaction occurs in the analysis, and they are often made of noble 
or inert materials, such as gold, platinum or glassy carbon to not participate in the 
electron transfer process. In this work, gold has been chosen for electrode material due 
to its stability, wide range potential and linking ability with biological substances [16]. 
Three electrodes, including WE, RE and CE, are all integrated on one sensor of which 
the dimension is 8.5 x 12.2 mm2 and WE’s area is 3.14 mm2. All electrodes were 
deposited on SiO2/Si substrate by cathode sputtering technique. The electrodes were 
designed and fabricated at ITIMS, HUST. The sensors’ structure is shown in Fig. 1. 

 
Fig. 1. Triple electrode configuration 



396 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

2.2 Immobilization Process 
Electrochemical synthesis of Poly-pyrrole nanowire Pyrrole was purchased from 
Merck &Co., Inc (Germany). Monomer Pyrrole solution was prepared by mixing 
phosphate buffer solution (pH 7.4), Gelatin Solution 0.08% weight, 𝐿𝑖𝐶𝑙𝑂4 and 
Monomer Pyrrole 1M in order.  
Poly-pyrrole nanowire (PPy-NWs) was grown on working electrode by electrochemical 
polymerization with chronoamperometry technique. The electrode was immersed in 
pyrrole solution, a fixed voltage, 0.75 V compared to Ag/AgCl reference electrode, will 
be applied to working electrode to start the deposition process in a period of 200s.  
DNA Probe immobilization. Both DNA Probe and DNA Target are chemicals from 
Integrated DNA Technologies (IDT) as shown in Table 34:  

Probe Sequence Thiol-C6-5’-AGACCTCCAGTCTCCATGGTACGTC-3’ 
Target Sequence 5’-GACGTACCATGGAGACTGGAGGTCT-3’ 

Table 1. Aptamer Sequence 

For immobilization process, DNA probe was taken out of the fridge, at 40C, to be 
defrosted, then it was dropped onto surface-modified working electrode. The electrodes 
would be stored in a dry place at room temperature (28℃) for one day. After that, they 
were taken out and rinsed off to clean the unlinked components. The characterization 
would be demonstrated by Cyclic Voltammetry (CV) technique.  
DNA hybridization. The DNA target was prepared and diluted to be 10−6, 10−7, 
10−8, 10−9, 10−10, 10−11and 10−12 𝑚𝑜𝑙/𝑙 in, 7.4 pH, PBS solution. For DNA probe 
immobilized sensors, 10 µL sample of each concentration was dropped onto the WE 
surface. The interaction between complementary target and probe would occur in 5 
minutes at 28 0C, then the unlinked molecules will be removed by rinsing with DI water. 
The polymerization, immobilization and hybridization processes were shown in Fig. 2. 
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Fig. 2: Polymerization, DNA immobilization and hybridization on the sensor’s 
working electrode 

Measurement The sensors were immersed in electrolyte composing of 0.1M KCl and 
0.03M Fe(CN)6

3-/4- (1:1) as a redox couple. A CV scan by EC301 Potentiostat was 
performed and the change in current amplitude as well as the voltage where current 
peak appears were observed and recorded. Voltage was applied from -0.3V to 0.6V then 
reversed versus reference electrode at the scan rate of 50 mV/s and temperature at 280C. 
3 Results and Discussion 

3.1 Immobilization Characterization  

 
Fig. 3. SEM Image of working electrode with PPy-NWs 

In PPy-NWs synthesis by electrochemical method, gelatin was used as soft mold [17]. 
As can be seen in Fig. 3, nanowires were uniformly distributed on the surface of the 
electrode. The size of PPy-NWs ranges from 60 nm to 105 nm. 
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Fig. 4. Voltammogram after each steps: (a) bare electrode, (b) electrode pyrrolization and (c) 
DNA probe immobilization 

The multi-cycle voltammogram of the sensors is shown in Fig. 4. The highest peak 
corresponds to the CV scan of bare electrode (line a), the next one belongs to the sensor 
when PPy was synthesized onto the bare electrode (line b). The lowest peak shows the 
result of the sensor when the DNA probe had been immobilized (line c). The decreasing 
trend of current when growing Polypyrrole to the electrode’s surface and then the DNA 
probe was immobilized could be explained for two reasons. First, the impedance of PPy 
is higher than that of Au, which partly inhibits the charge transfer process between 
electrolyte and the Working electrode surface. Second, the inhibition was also caused 
by the presence of negatively charged ions (ClO4

-, HPO4
2-, etc.) on PPy structure that 

was doped during the electrochemical polymerization. When DNA probe was 
immobilized onto the surface of polymers, the binding occurs via the reaction between 
a phosphate group at 3’ terminal of DNA and a N-H group of PPy [17]. The presence 
of phosphate group onto PPy impedes the transfer process of Fe(CN)6

3/4- ions with the 
electrode surface, which further enhances the charge transfer resistance and decreases 
the current peak response.  
3.2 Label-free DNA detection 

Fig. 5 shows the CV response of a sensor before and after hybridization. A decrease in 
peak current and positive voltage shift in oxidation potential of the polymer film were 
observed. The reason of potential shift lies in the formation of bulky double-stranded 
DNA during hybridization, thus increasing the energy required for polymer oxidation. 
The double layer model suggests that when adding a layer of chemical component onto 
the electrode surface, a charge barrier will be created. Also, the electron transfer 
resistance through double stranded DNA is higher than that of single stranded DNA, 
which caused the decrease in current peak. 

 
Fig. 5. CV Voltammogram after each step at Target C = 10-6 mol/l by EC301 
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The decrease of the peak current after DNA target detection indicates the 
concentration of the DNA target. For this application, the value ∆𝐼𝑝 as calculated in 
equation (1) will be employed to view on the change after each steps. 

             ∆𝐼𝑝 = (𝐼𝑝𝑎 𝑃𝑟𝑜𝑏𝑒  −  𝐼𝑝𝑐 𝑃𝑟𝑜𝑏𝑒) − (𝐼𝑝𝑎 𝑇𝑎𝑟𝑔𝑒𝑡  −  𝐼𝑝𝑐 𝑇𝑎𝑟𝑔𝑒𝑡) (18) 

 
Fig. 6. Relation between ∆Ip and the concentrations of DNA target 

As the concentration decreases from 10−6 𝑚𝑜𝑙/𝑙 to 10−12 𝑚𝑜𝑙/𝑙, the number of 
bindings between DNA probe and DNA target also decreases. Naturally, this affects 
the amplitude of current reduction. The less DNA bindings, the less inhibition they 
caused to the charge transfer process, thus the difference between the probe peak current 
and target peak current decreased. Fig.6 shows that there is a linear relation between 
∆Ip and the concentrations of the DNA target. The lowest detectable concentration is 
10−12 𝑚𝑜𝑙/𝑙.  
4 Conclusion 

This work presented the mechanism and implementation of a label-free electrochemical 
DNA sensor. The experimental results show that the sensors were successful in 
detection of DNA aptamers at different concentrations. The sensor also shows high 
sensitivity as its lowest detectable concentration is 10−12 𝑚𝑜𝑙/𝑙.  
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Abstract. Defining the true of skin pathologies non-invasively is still an unsolved 
problem for the dermatology community. In this study, a new noninvasive 
method to visualize skin pathologies using polarized light imaging is discussed. 
This technology will assist doctors as well as dermatologists in making a quick 
assessment of skin pathologies. Researching on the propagation of polarized light 
in randomly scattering media have been investigated as a new and a huge 
potential methodology for disease early detection. Accordingly, a fundamental 
understanding of how polarized light propagates through tissue is essential for 
the development clinically useful optical diagnostic systems because of its 
practical application, especially in non-invasive diagnosis. The purpose of this 
research concentrated on the interaction of polarized light and biological tissues 
utilizing Mueller matrix and Stokes parameter description for extracting nine 
optical parameters such as linear birefringence (LB), linear dichroism (LD), 
circular birefringence (CB), circular dichroism (CD), linear depolarization (L-
Dep), and circular depolarization (C-Dep) properties. The samples of the healthy 
skin and the non-melanoma skin cancer extracted from mouse were analyzed and 
compared their effective optical characterization. The experimental results 
illustrated that the LB and LD of the disease samples tend to be larger than the 
standard samples, creating an innovating solid foundation for the diagnosis of 
skin cancer in the future. 
Keywords: polarized light, Mueller Matrix, Stokes polarimeter, tissue 
characterization. 

1 Introduction 

Recently, optical measurement methods are becoming more widely used because of 
its advantages. Most components in the measurement system are available, so it is easy 
to assemble and use. One position of optical measurement methods is that noninvasive. 
A non-contact optical measuring device, the probe does not touch the object being 
measured, and the device is not based on demolition measurement techniques. These 
techniques were applied in many applications, especially for samples that wish to 
remain intact throughout the measurement. Therefore, utilizing the Mueller matrix 
decomposition method to extract the effective linear birefringence (LB), linear 
dichroism (LD), circular birefringence (CB), circular dichroism (CD), linear 
depolarization (L-Dep), and circular depolarization (C-Dep) properties of the 
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anisotropic material. Estimation of the linear birefringence of tissue might create a 
useful provision for noninvasive diagnostic of different obsessive diseases and a helpful 
insight into the characteristics of the photo-elasticity of human tissue [1-3]. Circular 
birefringence (CB) measurements of human blood, however, provide a reliable 
indication of diabetes [4]. Circular dichroism (CD) analysis offer a reliable means of 
classifying different proteins [5-6], while linear dichroism (LD) measurements of 
human tissue can facilitate tumor diagnosis [7]. Additionally, valuable experience of 
the characteristics of tumor surface measurements can be gained through analyzing 
linear depolarization parameters [8]. 

Furthermore, of the long and high history from polarimetry as a thorough tool for 
characterizing unique materials, polarized light and biological tissue interaction show 
the basis for quantitative descriptions which are essential for biomedical diagnostics. 
Wood et al. suggested a Monte Carlo model for polarized light propagation in 
birefringent, optically active, multiply scattering media for accurately representing the 
propagation of polarized light in biological tissue [9]. Wood et al. suggested a Monte 
Carlo model for polarized light propagation in birefringent, optically active, multiply 
scattering media for accurately representing the propagation of polarized light in 
biological tissue [10]. Mueller matrix decomposition is used for extraction of individual 
polarization parameters from complex turbid media exhibiting multiple scattering, 
optical activity, and linear birefringence [9, 10]. Pham and Lo [11, 12] proposed a 
decoupled analytical technique for extracting six effective, i.e. linear birefringence 
(LB), linear dichroism (LD), circular birefringence (CB), and circular dichroism (CD) 
parameters of anisotropic optical materials. Due to providing independent parameters, 
the advantages of decoupling the extraction process and avoiding multiple solutions 
problem in the previous method are an exceptional effort of presented technique. 
However, the ability to extract linear depolarization (L-Dep) and circular depolarization 
(C-Dep) properties of turbid sample incompletely promote in the method. In the present 
study, all effective LB, LD, CD, CB, L-Dep, C-Dep parameters were extracted in a 
decoupled manner of turbid media by an advanced proposed analytical method. Base 
on the achievement in [11-13], the validity of technique is established by obtaining the 
effective properties of the various optical samples. 

2 Methodology 

2.1 Technique 

We applied the analytical technique of Pham and Lo [11, 12], termed Mueller matrix 
decomposition and Stokes vector polarimetry. In this method, the values of the Stokes 
output parameters for the six input light (S0°, S45°,S0°, S135°, SRHC, and SLHC) are based 
on the input values of the samples and the Stokes input vectors. The Stokes output 
values are then taken respectively for the calculation of all elements of the Mueller 
matrix. As a consequence, nine effective parameters α, β, γ, θd, D, R, e1, e2, e3 and ∆ 
should be extracted. 
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2.2 Experiment setup 

The polarized light system included a Helium-Neon laser (wavelength of 632nm, 
power < 5mW), a quarter-wave plate, polarizers, and a Stokes polarimeter to 
characterize the LB, LD, CB, CD, L-Dep and C-Dep properties of turbid media. In 
performing the experiments, the input light was provided by a frequency-stable He-Ne 
laser (JDSU – Model 1125P) with a central wavelength of 632.8 nm. Also, a polarizer 
(GTH5M, Thorlabs Co.) and a quarter-wave plate (QWP0-63304-4-R10, CVI Co.) 
were used to produce four linear polarization lights (0°, 45°, 90° and 135°) and two 
circular polarization lights (right-handed and left-handed). Finally, a neutral density 
filter (NDC-100-2, ONSET Co.) was used to ensure that each of the input polarization 
lights had the equal intensities. The output Stokes parameters were computed from the 
intensity measurements obtained using a commercial Stokes polarimeter (PAX5710, 
Thorlabs Co.) at a sampling rate of 33.33 samples per second. A minimum of 1024 data 
points were obtained for each sample. Of these data points, 100 points were chosen and 
used to calculate the mean value of each effective parameter. Figure 1 shows the 
installation of the system. The samples were placed between the polarizer and detector 
by being fixed to a side stand.  

 

Fig. 109. Schematic illustration of a model of measurement. 

3 Sample preparation 

3.1 Experimental animals 

White male rats, 6-8 weeks old, completely healthy, no malformations, no abnormal 
expression were stabilized one week before the experiment. One day before the test, the 
rats were shaved on their back with 2x2 cm in area and 1.5 cm in the tail. They were 
then randomly assigned to different batches. Each mouse was housed separately in 
12x12x15 cm; one cage six boxes. 

3.2 Combination model with DMBA and Croton oil 

Mice were induced by applying DMBA (7,12-dimethyl bennz[a]anthracen)- one of 
the potential carcinogenic compounds that damage the genetic and carcinogenic genes 
and croton oil- a potent tumor enhancer in mice to the shaved scalp. The skin cancer 
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then formed in squamous cells that make up the middle and the outer layer of the skin. 
The trial period is 20 weeks. DMBA is mixed in acetone to create a solution of 0.2%. 
The croton oil is diluted in acetone to give a solution of 2%. These solutions are mixed 
right before starting to apply on mice. On the first day of testing, mice were sprayed 
with 50 μl of a 0.2% DMBA solution (0.1 mg DMBA respectively) as a single-onset 
agent. Two weeks after DMBA application, mice continued to apply 50 μL of 2% 
croton oil solution (1 μL croton oil) twice daily for 20 weeks. 

Application: DMBA or croton oil was applied on mouse skin with 20-200 μL 
micropipettes. Gradually remove the shaved scalp, keep the micropipette upright and 
small from the center of the solution and move the micropipette around to ensure that 
the substance is evenly applied over the area of the skin. 

3.3 Sample Extraction 

2 non-melanoma mouse skin cancer samples and 2 normal mouse skin samples were 
extracted after 20 weeks and soaked in formalin to preserve the samples in a 10% 
formalin solution. To perform test procedure, the paraffin molded tissues were applied 
to make the sample holders. Molded paraffin wrapped into the sample, make easy to 
cut the tissues into thin slices to study the structure and proceed the experiment with 
He-Ne laser 633 nm wavelength. Figure 2 shows the paraffin block of non-melanoma 
mouse skin cancer and healthy mouse skin. 
 

                       (a)                                                                               
  (b) 

Fig. 2. Non-melanoma mouse skin cancer (a) and healthy mouse skin (b). 
Each sample was extracted into 3 slices with the conducted thickness of 5μm due to 

the ability of intensity of the light. Those sliced samples were assumed that they come 
from equivalent healthy mouse as the weight and the non-melanoma mouse skin cancers 
are at the same stage. Subsequently, their similarity of optical parameters were 
comparable in their own characteristics for further investigation. 
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3.4 Hematoxylin and Eosin Staining 

The process promoted simultaneously with the optical sample measuring. Extracted 
wounded skin was taken to the Tu Du Hospital for H&E staining process. The result is 
the signature verification for the presence of the interaction between biological tissue a 
polarized light. Histological results (hematoxylin and Eosin staining) for all these 
images showed the skin surface and collagen fibers in the dermis layer under a 
microscope. Figure 3 shows the result of H&E staining give the strength of the 
validation of the product research. 

  
Non-melanoma mouse skin cancer (enlarge 

4x) 
Normal mouse skin (enlarge 4x) 

Fig. 3. H&E staining image 

4 Experimental result and Discussion 

The experimental results illustrate the relationship between polarized light with 
characteristics of non-melanoma mouse skin tissue samples and normal mouse skin by 
extracting the characteristics of these anisotropy materials by promoting the proposed 
analytical method, however, depending on distinct characteristics of biological 
materials have only meaningful properties need to be analyzed. Table 1 illustrates the 
comparative result of effective parameters after measuring 2 samples of non-melanoma 
mouse skin cancer and 2 sample of healthy skin. It can be seen that the linear 
birefringence and linear dichroism property showed the statistical significance. 

 
Table 1. Comparison between effective parameters of non-melanoma skin cancer with 
controlling mouse. 

  α β γ θd D R e1 e2 e3 Δ 
Control  Mean 160.53 34.03 90.59 0.62 2.13 0.35 0.21 0.41 0.56 0.85 
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Standard 
deviation 1.36 1.24 2.21 0.035 0.27 0.04 0.03 0.04 0.06 0.03 

Non 
melanom
a mouse 
skin 
cancer 

Mean 99.45 1.41 156.96 0.10 1.31 0.03 0.78 0.87 0.51 0.17 

Standard 
deviation 1.47 0.02 2.24 0.01 0.18 0.02 0.04 0.01 0.05 0.03 

 

As shown in Fig.4, the distinct differences between the samples of non-melanoma 
mouse skin cancer and controlling mouse skin of the linear birefringence property are 
observed with the large disparity, varying about 32 to 35 degree. The cancer disease 
tissue has a marked reduction compared to healthy skin tissue. Specifically, for further 
investigation on cancer, tissue becomes cancerous can affect the optical properties of 
the tissue because of the alteration of the number of morphology and physiology. When 
cancerous tissue uncontrollable growth, the ordered collagen fibers break down causing 
the change of linear birefringence. 

 

 
Fig. 4. Comparison between non-melanoma skin cancer with controlling mouse, in which linear 
fitting results of linear birefringence. 

Characteristics of linear dichroism from non-melanoma mouse skin cancer and 
healthy mouse skin as the control samples are investigated and validated by the current 
polarization system and proposed a method. Figure 5 showed that the LD between 
healthy and diseased tissue has a difference of approximately 0.5. Meanwhile Fig.6 
illustrated significantly the difference of measured CB values between healthy and 
cancer mice skin. Finally, Fig.7 presented the comparison between the depolarization 
index of non-melanoma skin cancer and healthy skin of mice. 
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Fig. 5. Comparison between non-melanoma skin cancer with controlling mouse, in which linear 
fitting results of Linear dichroism. 

 

Fig. 6. Comparison between non-melanoma skin cancer with controlling mouse, in which linear 
fitting results of Circular birefringence. 
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Fig. 7. Comparison between non-melanoma skin cancer with controlling mouse, in which linear 
fitting results of Depolarization. 

5 Conclusion 

The research has illustrated obviously the interaction between polarized light with 
biological anisotropy using the decoupled analytical technique that based on Stokes 
polarimetry and Mueller matrix decomposition method. This technique has shown its 
potential application to the study. Thanks to the powerful technique, effective optical 
parameters consisting of linear birefringence (LB), linear dichroism (LD), circular 
birefringence (CB), circular dichroism (CD), linear depolarization (L-Dep) and circular 
depolarization (C-Dep) were extracted for characterizing optical properties of the 
samples. The experimental result showed a good comparison non-melanoma cancerous 
skin cancer and healthy skin. It also claims that linear dichroism appears in biological 
material relating to carcinoma while comparing to a standard sample. All obtained 
results came out as the expectation that based on a consistent experiment was done on 
previous literature which confirms the reliability of the method. However, the method 
remains some limitations coming from sample preparation, sensitivity and irrelevant 
optical alignment for clinical study and their solution have been mentioned in the 
discussion above. 
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Abstract. Recent advances in wound healing treatment and management 
using Low- level Laser Therapy (LLLT) has been emphasized in many types 
of research for wound healing stimulation. Many studies have indicated the 
effects of this method; and thus, there is a concern that which wavelength and 
dosages would take more benefits, in term of wound closure and collagen 
synthesis. This research is conducted to re-emphasize and improve the 
efficiency of this therapy in chronic wounds and standard rat model to study 
and analyze the best conditions and protocol for these kinds of wound healing 
treatment. By utilizing red laser beams from an optical system to treat 
excisions on mice’s dorsal regions, we aim to determine the irradiation 
parameters (i.e., wavelength, light intensity, time irradiation) that provide the 
optimal conditions to promote the healing process. Two round excision 
wounds are created on the back of each mouse: one for a control group and 
one for treated group. The treated group wound were irradiated with the red 
(635 nm wavelength), following these intensities: 2; 3; 5 J/cm2. After every 
one week, the wound skins were taken and stained for results comparison. 
The experimental results showed that the wound closures were significantly 
different between treated and control group. At day 5th, 10th the follow-up tests 
indicated that the laser group had smaller wound areas compared to control 
group (non-diabetes and untreated). The improvement of impairment (> 20%) 
and the faster time to wound closure indicated that this phototherapy could be 
used to heal chronic wounds in diabetic subjects. The healing progress 
analysis shows that the positive result and promising application of this 
therapy in future aid of wound control and healing. 
Keywords: Wound healing, diabetes, chronic wounds, healing process, 
LLLT 

1 Introduction 

 
There are many methods used in treating the wound. For example, electrical 

stimulation, electromagnetic stimulation, ultrasound, and ultraviolet light have been 
used extensively in wound healing. [1] Among these methods - there is a therapy 
receiving much attention, and expected to be long-standing and promising research in 

mailto:ptthien@hcmiu.edu.vn
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the application of healing and wound healing as light therapy - Low-Level Light 
Therapy (LLLT). 

Laser means "amplification of light by stimulating emission," was invented in 1960 
[1]. Since their inception in 1960, lasers have been used for many applications in different 
fields. In 1980, Endre Master discovered that there is a positive effect on the wound of 
the rats by using 694nm wavelength [2]. Also more and more research has been done 
on the development and application of lasers in the medical field, especially wound 
healing. These studies have more or less demonstrated the positive effect of lasers on 
wound healing [3,4]. There are two types of light commonly used in this field, including 
blue light and red light. Blue light has been shown to have antibacterial effects, and red 
light has been considered capable of shortening wound healing and cell proliferation 
[5,6]. 

In fact, blue light and red light have been introduced to the direct treatment of acne 
inflammatory disease in humans and have resulted in significant results, which 
demonstrate that the effect of blue light and red light is effective and reliable [7]. 
However, the exact biological mechanisms of low-intensity light in tissues are still not 
explained. 

The application of light, especially laser, in wound healing and stimulation has been 
proposed and discussed long time ago. The first report on this field is the work of 
Endrew Mester, a professor at Semmelweis University [1]. In 1968, by utilizing 
defocused ruby laser on the shaved dorsum of rats. Endrew Mester accidentally found 
out that during the experiment, the laser can stimulate the growth of rat hair. This 
discovery is one of the first and basic reports on the effect of the laser in bio stimulation. 
Later, inspired by the work of Mester, many types of research have been conducted in 
the same direction. Despite many reports, the biomechanical mechanism of LLT is not 
fully understood yet. However, among the influence factor, dosage dependent effect of 
LLLT can be expressed by a curve, called Arndt-Schulz curve. 

According to Arndt-Schultz Law, a dose too small cannot promote any biological 
effect while a dose too large can inhibit cellular activities. Thus, choosing dosage within 
the acceptable range of Arndt-Schultz curve is significantly necessary. For the choice 
of dosage in previous researches, based on figures of a literature review of 68 studies 
from 1992 to 2012 published in 2014 by Maria Emilia de Abreu Chaves [8], it can be 
seen that dosage range varies from 0.1 to 10J/ cm2, with the predominance of 5J/cm2. 
This dosage is also seen with the most biological effects. 

There are three primary therapeutic parameters of LLLT, i.e. wavelength, intensity, 
and irradiance. This study was designed to find the optimal parameters to maximize the 
wound healing rate by utilizing and combining the use of both red and blue light in in-
vivo on mouse skin. 
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2 Methodology 

2.1 Animal preparation 

A group of twelve male mice obtained in the Institute Pasteur in Ho Chi Minh City, 
Vietnam was applied for the investigation. Their ages ranged from 20 to 30 weeks with 
the body weight of 10-15 grams. Animals were feed and hold in a plastic cage. They were 
maintained in a constant condition of temperature (23oC) and provided laboratory food. 
The mice were all physically alike. 
2.2 Anesthetic procedure 

Initially, the dorsal surface hair of all mice was trimmed with an electrical clipper. 
The trimmed area was then hair-removed by a hair removal cream (Cleo) and entirely 
cleaned by alcohol. The anesthetic procedure was performed including two steps. 
Firstly, a single injection of a pre-anesthesia drug (Atropine Sulfate, 10mg/kg) with the 
dose of 0.2 ml was applied at one side of the groin. Then, 0.2 ml anesthetic drug (Zoletil, 
12mg/kg) was injected on the other side of the groin to anesthetize the mouse 
completely. 
2.3 Wound infliction 

In each mouse, two full-thickness round wounds (8-mm diameter) were created on 
the dorsal surface using a punch biopsy and a scalpel. One wound was considered as 
control group and the other wound was considered as treated group. Until the end of 
the surgical procedure, both groups were physically treated with the same way. 
2.4 Laser irradiation 

Six hours after the wound confliction, treated group was exposed to a red (635 nm) 
laser light system (Thorlabs Inc, US) while the control group was totally shielded to 
avoid the effect of the laser beam. Output power was measured by a photometer. The 
duration time was determined according to the wound area and output power to produce 
an intensity of 2, 3 or 5 J/cm2. Twelve mice were equally divided into three small 
groups, each of which received one dose. The laser beam was aligned directly 
perpendicular to the wound in 1 mm distance, project the entire wound area. Laser 
treatment was performed day by day and repeated until wholly healed to stimulate the 
wound healing process. The diameter of the wound is recorded at day 5 and day 10 
after surgery, and every 7 days, each group was photographed to evaluate the wound’s 
size. A full-thickness wound skin of each group was then captured. To collect the 
sample from wound-healing skin, cryotome (Shandon Cryotome Thermo Scientific), in 
which the cold condition is the critical factor for making very thin sections of tissue 
after they have been removed from body and frozen, was used. Each specimen was 
extracted with a thickness of 10 μm. Samples were stained with Hematoxylin-e Eosin 
and observed in a light microscope for evaluation. 
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3 Results 

For each time of measurement (at day 5 and day 10 after surgery), the wound diameter 
is recorded to compare the difference between groups. The rate of wound healing can 
be expressed as a graph of Wound diameter versus Treatment days. Also, the wounded 
area is sectioned utilizing freezing microtome technique for histological analysis after 
7 days of therapy. 

 
Table 1: Wound diameter recorded initially and on the 5th and 10th day 

 

Wound diameter in cm 2J/cm2 3J/cm2 5J/cm2 

Initially 0.8 0.8 0.8 
Day 5 0.74±0.006 0.75±0.006 0.71±0.006 
Day 10 0.42±0.026 0.39±0.015 0.38±6.8x10-17 

 
Table 1 shows that 5J/cm2 dosage treatment reduces the wound size the most 

efficiently when compared to other laser dosages.  

Fig 1. The Graph showing the correlation between Wound diameter and Treatment day. 
 
The result and figure indicates that, the diameter of the wounds decrease after 5 days 

of treatment for all cases and even get smaller after 10 days of exposure to red laser 
beam. 5J/cm2 dosage seems to give the best result among others. 

The relationship between the wound diameter and healing time of each dosage can 
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be expressed as quadratic equation models in which correlation coefficient can be 
calculated utilizing Eq. (1): 

 r = √1 − 
∑(di−(A+  Bt+ Ct

2))

∑(di−d̅)
2  (1) 

 
Eq. (2) demonstrates the best fit-curve model for 2J/cm2 : 

  Y = −0.0053 ∗ x2 + 0.0153 ∗ x + 0.8  (2) 

Similarly, Eq. (3) is obtained to illustrate the best fit curve for 3J/cm2 as shown. 

 Y = −0.0064 ∗ x2 + 0.0233 ∗ x + 0.8  (3) 

For 5J/cm2, the curve is indicated by Eq. (4): 

  Y = −0.0047 ∗ x2 + 0.0047 ∗ x + 0.8  (4) 

All of these models have high correlation coefficient which is r≈1, calculated utilizing 
Eq. (1). 

After 7 days of LLLT, the entire wounded area is sectioned using freezing microtome 
technique. The sample is then fixed with formaldehyde and embedded in paraffin for 
histological evaluation with hematoxylin and eosin (H&E) staining.  

 
 (A) (B) 

Fig.2. Control sample – Magnification: (A) 10X and (B) 20X. 

Figure 2 showed the damage of the dermis with necrotic cells sighted, very low level 
of granulation and matrix formation characterized by minimal amount of collagen fiber 
deposition, absence of hair follicles and sebaceous gland, scarce vascularity.   



416 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

 
   (A) (B) 

Fig. 3 Treatment with 2J/cm2 laser dosage– Magnification: (A) 10X and (B) 20X. 

Figure 3 indicated that necrotic cell remnants are less dense compared to that of the 
untreated control group. A thin layer of epidermis is reforming. The dermis showed 
signs of ongoing healing process with sightings of granulation tissue formation, 
fibroblast infiltrates and a moderate number of capillaries.  

 
 (A) (B) 

Fig. 4 Treatment with 3J/cm2 laser dosage– Magnification: (A) 10X and (B) 20X.  

As shown in Figure 4, epidermis development is noticeable. Wound healing is 
predominantly demonstrated with the onset of granulation tissue formation, numerous 
capillary sightings, reformation of hair follicles and adipose tissues, together with a 
large number of fibroblasts.  
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 (A) (B) 

Fig. 5 Treatment with 5J/cm2 laser dosage– Magnification: (A) 10X and (B) 20X. 

Signs of advanced wound healing and ongoing remodeling process are displayed with 
the proliferation of epithelial and matrix components, thickening of the epidermis, 
completion of angiogenesis and granulation characterized by the abundance of 
granulation tissues and vascular content, prominent regeneration of skin appendages 
such as hair follicles and sebaceous gland.   

These histological findings suggest that LLLT does accelerate wound healing rate 
and when we increase the laser dosage from 2J/cm2 to 5J/cm2, the healing process is 
promoted accordingly. Beneficial effects are the most profound in treatment with 5 
J/cm2 laser dosage. This is in agreement with the results obtained from wound diameter 
measurement in the previous part of the study.  

The results obtained from both histological assessment and wound diameter 
measurement lead us to the conclusion that treatment with 5 J/cm2 laser dosage has the 
most prominent positive effects on wound healing dynamics. In several experiments in 
the literature, evidence has been provided that laser irradiation at 5 J/cm2 promotes 
wound healing [8]. In contrast to our findings, 5 J/cm2 lies within the range of energy 
dosages inducing cell retardation on the Arndt-Schultz curve. This may be confusing at 
first, however, a three-dimensional extension model of this curve can solve this conflict 
[9]. The three-dimensional graph suggests that a seemingly adverse dosage can also 
have “sweet spots” that promote maximal bio-stimulation and deliver no bio-inhibition 
when the appropriate balance between power density and irradiation time is achieved. 
Furthermore, whilst the Arndt-Schultz curve can provide a general view of theoretical 
LLLT dose response, in real-life research context many factors have to be taken into 
account such as wavelength, pulse width, beam area while exploring the relationship 
between energy dosage and its effect on wound healing. Those factors all contribute to 
the inconsistency between theory and real-life experiment. 
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4 Conclusion and Discussion 

The proposed study applied an optical system with red laser beams to characterize 
the efficiency of the wound healing treatment in chronic wounds and standard rat 
model. The results showed that the phototherapy could be used to heal chronic wounds 
with the improvement of impairment and the faster time to wound closure. In the future, 
we hope to overcome the existing limitations with a new model that can utilize different 
parameters (wavelength, power density, treatment duration, and frequency) as well as 
a larger sample (N > 100). In the next phase of our research, diabetic mice instead of 
normal healthy mice will be used since diabetes mellitus is a significant international 
health concern. The goal is to examine whether the use of LLLT is effective in healing 
diabetes in comparison with the standard of care and to provide an evidence-based 
recommendation for the treatment of diabetes using LLLT. Last but not least, we are 
seeking to incorporate tissue engineering and regenerative medicine into our study by 
combining LLLT treatment with the use of the wound-healing gel to see whether the 
healing progress can be further accelerated. 
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Abstract. Regular monitoring of glucose concentration is essential and urgency, 
especially diabetics. However, those methods which involve finger puncturing 
are invasive, expensive as well as painful. Also, there are risks of infectious 
diseases using these techniques due to the contact of the needle on human skin. 
This paper proposed a non-invasive glucose monitoring system utilizing the near-
infrared (NIR) light to measure the glucose concentration in the human blood. 
The designed system uses a 980nm-wavelength NIR LED transmitting through 
D-glucose phantom samples, a photo-sensor for analyzing the transmitting 
optical parameters, a filter & an amplifier circuit, and a Nano Arduino 
microcontroller. For calculating the values of glucose concentration, the R 
programming with the methodology of the artificial neural network (ANN) was 
applied. This type of methodology is considered as one of the most useful 
technique in the world of data analysis and because it is adaptive, learns from the 
provided information and optimizes for better prediction outcomes. The ANN is 
used to predict the correlation equation between collected voltage and glucose 
concentration. The obtained glucose level is demonstrated directly on the 
system’s screen or further sent to the user’s mobile phone. The result obtained 
shows a correlation between the transmittance and the concentration of D-glucose 
solution. The correlation parameter of the technique is R2 = 0.9957. Despite 
having the acceptable results, there are still some improvements that could be 
carried out for more accurate measurement (angle of the LED, a procedure of 
filtering and amplifying, usage of an optical instrument…). For further 
investigation and development, it is predicted that the result can be more accurate, 
precise and sensitivity as much as possible. 
Keywords: Near-infrared, Non-invasive, Blood glucose, Diabetes. 

1 Introduction 

Diabetes is a pathological metabolic condition that occurs when the amount of glucose 
(sugar) in the blood is too high, which affects other organs if not diagnosed and left 
untreated. Nowadays, it has become a significant health problem globally. Nowadays, 
the number of people getting diabetes is rising, and the need for the blood glucose 
monitoring is the obvious outcome. Checking the blood pressure regularly not only let 
people know what state they are in but also help them to have suitable prevent diabetes 
[1-5].  
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With the available devices, the users can check their blood glucose quickly and 
regularly. The most popular device is the invasive type. The user has to make a finger 
prick by using a test strip, and the device uses their blood to calculate the glucose 
amount. Although giving precise results but this method has some disadvantages: not 
suitable for people who afraid of needles, waste of money and time to buy the test trip, 
painful and discomfort. Moreover, using the invasive method could increase the risk of 
infection. Hence, finding another method is the concern at the moment. 

Indeed, there is a sharp rise of the non-invasive method for checking the blood 
glucose level. The majority of these methods is the application of the LED and the 
properties of light for measurement. These devices can deliver painless and comfortable 
progress for the users. Although this type of method is new, it shows the potential of 
making a device which is more user-friendly, painless and could give reliable results. 

The non-invasive method works base on the light properties. For each substance, 
there is always a specific wavelength at which the absorbance of that substance is that 
strongest. Each substance has its wavelength. Using this property, the system consists 
of two main components which are the LED and the photo-sensor. The LED emit the 
light through the skin area where it is put, and the photo-sensor is placed on the opposite 
side. By choosing the appropriate wavelength which absorbed mostly by blood glucose, 
the amount of light that reaches the photo-sensor is calculated and analyzed. 

Choosing the appropriate wavelength for the system is the most important key. To 
achieve the good result, the wavelength must be the one that has the most interaction 
with blood glucose and also not be affected too much by the other substances. There 
have been many options for the wavelength that is proposed by the previous research 
since glucose has light absorption peaks at wavelengths of 940nm, 1150nm, 1450nm, 
1536nm [1-5]. The wavelength of 940nm is chosen the most in research since, at this 
wavelength, the attenuation of optical signals by other constituents like platelets, red 
blood cells or water is at a minimum. 
2 Methodology  

The proposed system consists of an adapter and a voltage converter for converting 220v 
to 24v and 24v to 5v for the power supply. A NIR light source and an optical sensor are 
the main parts of the system. When the light reaches the optical sensor, the signals go 
through amplifying and filter circuits, and an Arduino is used to convert the data from 
analog to digital signals. After the processing, the value of blood glucose level is shown 
on the computer. Fig 1 validates the operation of the system. 
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Fig. 1. The block diagram of the system. 

 
2.1 Emitting system 

The NIR LED used in the system is TSAL 6100 with the wavelength of 940nm. This 
LED has an emitting angle and the power that suitable for the system, and that leads to 
the decrease of scattering light. A constant current circuit is designed for emission of 
NIR to minimize the fluctuation in the current through the NIR LED. For this circuit, 
the BC557 PNP transistor is used along with LM358. LM358 op-amp plays the role as 
a current stabilizer to adjust the suitable current goes into the LED. The output of 
LM358 is given to the base of the transistor for controlling the average power 
transmitted by the NIR LED. Fig 2 demonstrates the emitter circuit diagram. 

 

 
Fig. 2. Emitter circuit. 

 
2.2 Receiving system 
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The OPT101 is used as the optical sensor. The reason for using this sensor is because 
the sensitivity is high enough thus it would not be affected too much by another light 
source from the environment or scattering light. LM358 is also used in the designed 
circuit. Therefore, the signal collected from the optical sensor is then amplified and 
filtered. Fig. 3 shows the receiver circuit diagram. 

Fig.3. Receiver circuit. 

 
2.3 Black box system 

A black box system is built to keep the sample and the sensor from getting noise. There 
is a slit put in front of the LED, and the size of the slit would fit the emitting angle so 
the intensity transferred from the LED to sample is the most. The purpose is to focus 
the light into a line and lead it directly to the sample, and it could reduce the noise since 
most of the sensitivity contact with the sample. All the light leaving the sample goes 
into the optical sensor put behind the sample. The box is painted black to absorb the 
scattering light goes out from the sample. There is an area in the box for putting the 
circuits. Fig 4 shows the illustration of black box system. 
 

Fig.4. Black box system 
 
2.4 Analyzing system 
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The method for processing the data getting from the LED is by using machine learning. 
ANN method is chosen for processing and analyzes the data since it is more appropriate 
with the complex data [6]. Fig 5,6 show the component of ANN were used in this study. 

Fig.5. ANN diagram. 
 

 
 

Fig.6. The layers of ANN. 

The network consists of one input layer, one output layer, and several hidden layers. 
Each input node maps to all hidden nodes, and each hidden node maps to all nodes of 
the next hidden layers till it reaches the output 

Since one node in hidden layers may connect with several others nodes, the value of 
that node can be calculated with the formula: 

                                     Y=f(w1.X1+w2.X2+…+Wn.Xn)                                            (1) 

Where Y is the output of that node and X1, X2….Xn are the input nodes; W1, 
W2…Wn is the weights corresponding to each node respectively. 

The final node- output node is utilized to compare the accuracy of the model to the 
training data. The weights is updated continuously until we obtain the minimum in 
“Error estimation” between actual output and model output. [6, 7]. 

𝐽(𝑤) =  
1

2
∑ (𝑡𝑎𝑟𝑔𝑒𝑡(𝑖) − 𝑜𝑢𝑡𝑝𝑢𝑡(𝑖))2𝑖                     (2) 

Where J(w) is the error/loss, target(i) is the actual output and output(i) is the network 
output. 
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Following, Fig 7 shows the flowchart of the ANN network for better illustration 
 

 
 

Fig.7 Flowchart of ANN network 
 

There were D-glucose samples prepared with a variant of concentrations. Every time 
a sample with known concentration is measured, the output voltage is recorded. After 
multiple measurements and records for each concentration, a set of data with 
corresponding output voltages is created for ANN. This set of data is used to train the 
ANN, and from the trained data, appropriate function and algorithm is generated to 
calculate the connection between D-glucose concentration and the output voltage. The 
sample for the training data must be assured with unification (in the way of making the 
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sample: the weight of 12 sample for each concentration must be identical and also the 
amount of water) to reduce the error between each measurement and increase the 
accuracy for the predicted result. 
3 Results and discussion 

The results were taken from twelve samples of five different concentrations (500ppm, 
1000ppm, 1500ppm, 1800ppm and 2000ppm). The mean of each sample were chosen 
to make the correlation line between the concentration and the output voltage. Table 1 
and Fig. 8 show the collected data (with standard deviation) and the correlation. 

Table 1. The collected data table. 
 Samples 1 2 3 4 5 6 7 8 9 10 11 12 

500ppm 3.936 3.937 3.945 3.945 3.924 3.924 3.915 3.915 3.922 3.921 3.922 3.93 

1000ppm 3.955 3.942 3.945 3.958 3.941 3.942 3.94 3.932 3.933 3.939 3.948 3.945 

1500ppm 3.971 3.979 3.969 3.979 3.979 3.97 3.963 3.974 3.98 3.976 3.98 3.977 

1800ppm 3.976 3.972 3.979 3.978 3.979 3.974 3.975 3.971 3.98 3.972 3.973 3.972 

2000ppm 3.985 3.987 3.985 3.984 3.982 3.987 3.983 3.978 3.981 3.987 3.988 3.983 

 

 

Fig.8. Correlation between the output voltage and concentration. 

As data at two concentrations 1500ppm and 1800ppm shows no linearity, the 
1500ppm concentration is removed in order to increase the accuracy of the system (by 
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comparing the R2 of the model while removing 1500ppm and 1800ppm respectively). 
Fig 9 shows the fit line and trend line of the data after removing 1500ppm concentration 
point. 

  

Fig.9 Model after removing 1500ppm data 
 

The results illustrate the linear correlation of the output voltage and glucose 
concentration chosen from the data table. It reveals that the more concentration of the 
sample, the more output voltage measured. The trend line has the R2=0.9957 comparing 
with another reliable source is the UV-VIS 730 machine with R2=0.9999 

The results approve that wavelength and the method of processing chosen for the 
research are appropriate and have the potential to develop further. As the few number 
of samples, the use of ANN cannot be optimized and the produced result is not enough 
sensitivity. Some improvements should be carried out for more accurate and reliable 
results in future: the emitting angle of the LED, the amplifying and filtering circuit, the 
structure of the black box, increasing the size of the data set for the better fit with ANN 
in predicting the fit line, usage of another optical instrument. 
4 Conclusion 

The work in this study provides the way for measuring the glucose concentration non-
invasively. For further development, the system is expected to be able to work with 
more complicated solutions such as a microsphere, animal blood as well as other liquid 
composition in the human body. 
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Abstract. According to GLOBOCAN, in 2012, liver cancer with 782,000 cases 
was diagnosed, and 746,000 patients died from this disease in the world. The rate 
of liver cancer was ranked 5th in the types of cancer in men and ranked 9th in 
women, but the death rate accounted for 2nd in both sexes. In Vietnam, the liver 
cancer rate was ranked 2nd in men and ranked 3rd in women on morbidity, while 
the highest death rate occurred in both sexes. Meanwhile, the prognosis for liver 
cancer is quite sad, which depends on many factors. Currently, there are many 
methods to monitor the treatment of liver cancer depends on the stage of the 
disease, in which the noninvasive process is considered a new study on cancer 
diagnosis without pain or injury to patients, and one of them is the use of optical 
measurement systems. Study on the interaction between bio-samples and 
polarized light received significant attention because of its potential for 
developing non-invasive detection methods. In this work, an analytical technique 
based on Stokes polarimetry and the Mueller matrix decomposition method was 
applied to extract the effective linear birefringence (LB), linear dichroism (LD), 
circular birefringence (CB), circular dichroism (CD), linear depolarization (L-
Dep), and circular depolarization (C-Dep) properties. The experimental results 
showed that the LD corresponding to each liver cancer tissue increases linearly 
with the coefficient of determination 0.9991 and 0.9994 for two different 
samples. Thus, it has promising potential for detecting liver cancer by an optical 
polarized light system. 
Keywords: Liver cancer, polarization state, Stokes polarimeter, Mueller matrix, 
liver tissue. 

1 Introduction 

Recently, optical diagnostic techniques from turbid media such as biological tissues, 
human or animal muscle are essential experimental tools employed in facilitating the 
development of advanced inspection and/or diagnostic applications. Based on 
polarimetric measurements of effective parameters, a number of these techniques are 
able to determine the optical properties of turbid media. Examples of applications are 
numerous: linear birefringence (LB) measurements provide a useful insight into the 
characteristics of LCD compensator films or the photo-elasticity of human tissue, while 
circular birefringence (CB) measurements of human blood give a reliable indication of 
diabetes [1-4]. Similarly, linear dichroism (LD) measurements of human tissue can 
facilitate tumor diagnosis, while circular dichroism (CD) measurements are an effective 
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means of characterizing and classifying protein structures [5-7]. Moreover, linear 
depolarization (L-Dep) and circular depolarization (C-Dep) measurements provide 
valuable experience of the characteristics of tumors or surface measurements [8]. In a 
recent study, Pham and Lo [9-12] proposed a decoupled analytical technique for 
extracting the six effective Linear Birefringence (LB), Linear Dichroism (LD), Circular 
Birefringence (CB) and Circular Dichroism (CD) parameters of anisotropic optical 
materials. By decoupling the extraction process, the “multiple solutions” problem 
inherent in previous models [9-12] was avoided. However, the method was unable to 
extract the Linear Depolarization (L-Dep) and Circular Depolarization (C-Dep) 
properties of turbid samples. Accordingly, an enhanced analytical model is proposed 
by Lo et al. [10] for extracting all the effective LB, CB, LD, CD, L-Dep and C-Dep 
parameters of a turbid medium in a decoupled manner. The validity of the proposed 
method is demonstrated by extracting the parameters of various optical samples. In 
contrast to existing analytical models, the proposed model extracts the effective optical 
parameters in a decoupled manner and considers not only the circular dichroism 
properties of the sample but also the depolarization properties. The results show that 
the proposed method enables all of the effective optical parameters to be measured over 
the full range. 

2 Methodology 

2.1 Theory 

This section introduces the analytical model proposed in the proposed study for 
determining the effective LB, LD, CB, CD, L-Dep and C-Dep properties of a turbid 
medium. In summary, for a turbid media with hybrid properties, a total of nine effective 
optical parameters need to be extracted, namely the principal axis angle (α), the 
retardance (β), optical rotation angle (γ), the dichroism axis angle (θd), the dichroism 
(D), the circular dichroism (R), the degrees of linear depolarization (e1 and e2), and the 
degree of circular depolarization (e3). Table 1 summarizes the notations, ranges, and 
definitions of the nine effective parameters and the depolarization index, respectively. 

Table 1. Symbols, ranges, and definitions of effective parameters of turbid media with hybrid 
properties [10]. 

Name Symbol Range Definition(*n) 
Orientation angle of LB α 0° ~ 180°  
Linear birefringence of LB β 0° ~ 360° 2π(ns – nf)l/λ0 
Optical rotation of CB γ 0° ~ 180° 2π(n– - n+)l/λ0 
Orientation angle of LD θd 0° ~ 180°  
Linear dichroism of LD D 0 ~ 1 2π(μs – μf)l/λ0 
Circular dichroism of CD R -1 ~ 1 2π(μ– - μ+)l/λ0 
Linear depolarization e1 and e2 -1 ~ 1  
Circular depolarization e3 -1 ~ 1  
Depolarization index ∆ 0 ~ 1  
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(*) n is refractive index, μ is absorption coefficient, l is path length through medium (thickness 
of material), and λ0 is vacuum wavelength. Furthermore, subscripts f and s represent the fast and 
slow linearly polarized waves, respectively, when neglecting the circular effects. Finally, + and 
– represent the right and left circular polarized waves, respectively, when neglecting the linear 
effects. 
The output Stokes vector can be calculated as: 

  (1) 
where [M∆], [Mlb], [Mcb], [Mld], and [Mcd] are the effective Mueller matrices describing 
the depolarization, LB, CB, LD and CD properties of the turbid sample, respectively, 
and Ŝc is the input Stokes vector. In the methodology proposed in this study, the sample 
is illuminated by six input polarization lights, namely four linear polarization lights 
(S0

o, S45
o, S90

o, and S135
o) and two circular polarization lights (SRHC and SLHC). 

The corresponding output Stokes vectors can be obtained from Eq. (1) as follows: 

  (2) 

  (3) 

  (4) 

  (5) 

  (6) 

  (7) 
Equations from (2) to (7) are sufficient to calculate all of the elements of the Mueller 

matrix product given in Eq.(1).  
Note that full details of the experimental procedure used to extract the various 

parameters are available in Ref [10, 11]. In summary, the LB orientation angle (α), 
phase retardance (β), optical rotation angle (γ), LD orientation angle (θd), linear 
dichroism (D), circular dichroism (R), linear depolarization (e1, e2), and circular 
depolarization (e3) can be extracted using Stokes – Mueller technique from Ref [9-12]. 
Notably, this methodology does not require the alignment of the principal birefringence 
axes and diattenuation axes. Although only four different input polarization lights, 
namely three linear polarization lights (i.e.  

00
Ŝ , 

045
Ŝ ,

090
Ŝ , and 𝑆̂1350) and two circular 

polarization lights (i.e. right-handed ˆ
RHCS  and left-handed ˆ

LHCS ) are enough for 
obtaining all elements of Mueller matrix. 
Moreover, the ability of the analytical model for extracting all the optical parameters of 
interest over the measurement ranges was verified using an analytical simulation and 
error analysis technique. Thus, the analytical model yielded accurate results even when 
the output Stokes parameters had errors in the range of ±0.005, or the samples had the 
minimum measurement of birefringence or dichroism [10, 11]. 

0 11 12 21 22 31 32 41 420
, , , TS m m m m m m m m      

0 11 13 21 23 31 33 41 4345
, , , TS m m m m m m m m      

0 11 12 21 22 31 32 41 4290
, , , TS m m m m m m m m      

0 11 13 21 23 31 33 41 43135
, , , TS m m m m m m m m      

11 14 21 24 31 34 41 44, , , T
RHCS m m m m m m m m      

11 14 21 24 31 34 41 44, , , T
LHCS m m m m m m m m      
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2.2 Experimental setup 
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Fig. 110. Schematic illustration of the model of measurement. 

Figure 1 presents a schematic illustration of the experimental setup used in the present 
study to characterize the LB, LD, CB, CD, L-Dep and C-Dep properties of turbid media. 
In performing the experiments, the input light was provided by a frequency-stable He-
Ne laser (JDSU – Model 1125P) with a central wavelength of 632.8 nm. Also, a 
polarizer (GTH5M, Thorlabs Co.) and a quarter-wave plate (QWP0-633-04-4-R10, 
CVI Co.) were used to produce four linear polarization lights (0°, 45°, 90° and 135°) 
and two circular polarization lights (right-handed and left-handed). Finally, a neutral 
density filter (NDC-100-2, ONSET Co.) was used to ensure that each of the input 
polarization lights had equal intensities. (Note that for samples with no linear dichroism, 
the output Stokes parameters can be normalized. Thus, there is no need to calibrate the 
intensity of the input light. However, for samples with dichroism, the output Stokes 
parameters cannot be normalized in this way, and thus the neutral density filter and 
power meter detector are required). The output Stokes parameters were computed from 
the intensity measurements obtained using a commercial Stokes polarimeter 
(PAX5710, Thorlabs Co.) at a sampling rate of 33.33 samples per second. A minimum 
of 1024 data points was obtained for each sample. Of these data points, 100 points were 
chosen and used to calculate the mean value of each effective parameter. It is noted that 
the experimental data were chosen from the average result of four to five multiple 
measurements. 

2.3 Preparation procedure 

The calibration procedure was to adjust the polarization states of input lights and the 
incident angle of light. To ensure the light to pass through the optical element normally, 
the system was inserted a pinhole in front of the optical element. The light reflected by 
the optical element was then adjusted to pass through the pinhole. Following the same 
procedure, the sample placed into the system can typically be adjusted to the input light, 
and then the incident angle of input light can be controlled by a stage controller. 
Subsequently, the polarization state of input light can be adjusted by a stage controller 
through checking Poincare sphere in a polarimeter. 
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The effective optical parameters of the biologic turbid medium were studied using 
frozen human liver cancer tissues obtained from University Medical Center (HCMC, 
Vietnam) approved protocol with patient consent prior to the procedure. It was stored 
at -80ºC immediately after production in a freezer. The samples thawed at 37ºC and 
were used within 24 hours post-mortem to ensure the best data collection. 

2.4 Hematoxylin and Eosin Staining 

The process was simultaneously conducted with the optical measurement at the 
laboratory after the tissues were cut by a cryostat and put on distinct glass slices. 
Histopathological images with H&E stain showed clearly the differences between 
cancer and normal (healthy) tissues under a microscope. Figure 2 shows the results of 
H&E staining give the strength of the validation of the product research. 
 

  
Liver cancer tissue (enlarge 40x) Normal liver tissue (enlarge 40x) 

Fig. 2. H&E staining image. 

3 Result and Discussion 

This section presents the value of effective parameters in optical measurement of two 
distinct samples of liver cancer tissues and two samples of healthy tissues. Table 2 
illustrates the comparative result of these parameters. Apparently, it can be seen that 
the linear, circular birefringence properties and depolarization index showed the 
considerable differences. 
Table 2. Comparison between effective parameters of liver cancer tissues and healthy (normal) 
liver tissues 
  α β γ θd R D Δ e1 e2 e3 
Liver 
cancer 
tissues 

Mean 
Standard 
deviation 

157.44 
 

5.28 

5.27 
 

0.11 

79.51 
 

0.07 

96.82 
 

5.39 

0.01 
 

0.005 

0.15 
 

0.05 

0.029 
 

0.023 

0.58 
 

0.08 

0.72 
 

0.09 

0.35 
 

0.06 
Normal 
liver 
tissues  

Mean 
Standard 
deviation 

15.07 
 

1.45 

0.53 
 

0.06 

179.58 
 

0.13 

59.34 
 

4.89 

0.008 
 

0.005 

0.08 
 

0.02 

0.68 
 

0.078 

0.82 
 

0.09 

0.78 
 

0.04 

0.28 
 

0.06 
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As seen from Fig.3, the differences between the samples of liver cancer tissues and 
normal liver tissues of the linear birefringence properties are observed with a significant 
disparity, varying from around 150 to 160 degree. The cancer tissues have a slight 
increase compared to healthy tissues. To be more specific, for further investigation on 
cancer, tissues becoming cancerous can affect the optical properties because of the 
change of the number of morphology and physiology. When cancerous tissues 
uncontrollable growth, the ordered tissues layers break down and cause the change of 
linear birefringence. 

 

 
Fig. 3. Comparison between liver cancer tissues and normal liver tissues, in which linear fitting 

results of linear birefringence. 

Figure 4 indicated that the circular birefringence between healthy and diseased tissues 
has a disproportion of approximately 100 degree. The cancer tissues have a gradual rise 
compared to healthy tissues. Meanwhile Fig.5 illustrated substantially the comparison 
of depolarization index values between healthy and cancer liver tissues. 
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Fig. 4. Comparison between liver cancer tissues and normal liver tissues, in which linear fitting 

results of circular birefringence. 

 
Fig. 5. Comparison between liver cancer tissues and normal liver tissues, in which linear fitting 

results of depolarization index. 

4 Conclusion 

The research has indicated the interaction between polarized light with biological 
anisotropy using the decoupled analytical technique that based on Stokes polarimetry 
and Mueller matrix decomposition method. This technique has shown its potential 
application to the study. Thanks to the powerful technique, effective optical parameters 
consisting of linear birefringence (LB), linear dichroism (LD), circular birefringence 
(CB), circular dichroism (CD), linear depolarization (L-Dep) and circular 
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depolarization (C-Dep) were extracted for characterizing optical properties of the 
samples. The experimental result showed a good comparison between liver cancer 
tissues and healthy tissues. It also claims that depolarization index appears in biological 
material relating to carcinoma while comparing to a standard sample. All obtained 
results came out as the expectation that based on a consistent experiment was done on 
previous literature which confirms the reliability of the method. However, the method 
remains some limitations coming from sample preparation, sensitivity and irrelevant 
optical alignment for clinical study and their solution have been mentioned in the 
discussion above. 
Several difficulties arise from samples preparation for study. First, tissues could not 
adhere to quartz-slide. Hence, a new protocol was built for tissue culture in slides. 
Second, the limitation of laser power was low, so signally is unstable. Therefore, we 
needed to perform the test many times than the collected data. Since the range of linear 
dichroism (LD) and error bar especially in the liver cancer tissue of sample 2 was 
considerable variation, the culture protocol needs to be improved in the future. 
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Abstract. Ultraviolet B (UVB) light is effective in eliminating symptoms of 
psoriasis and the overall dosage of the narrow-band radiation can be closely 
controlled, which makes UVB lamps suitable for home therapy. Utilizing 
phototherapy, this study proposes a psoriasis treatment method which applies 311 
nm narrow-band UVB (NB-UVB) to improve efficacy and reduce long-term 
toxicity comparing to other recent treatments. One device was designed and built 
– from a Philips UVB Narrow-band medical lamp and a controlling digital circuit 
comprising of an 89S52 microcontroller, a LCD screen, and a DS1307 real-time 
clock – to illuminate the psoriasis lesions in a controllable exposing time. An in 
vitro study was established on mouse skin fibroblasts to investigate the effect of 
NB-UVB on cell proliferation and morphology. The efficacy and safety of the 
lamp were also examined on two patients of psoriasis. The obtained results 
showed no significant abnormal change in morphology and growth of the 
irradiated fibroblasts. Furthermore, in patients undergoing the therapy, 
improvement was observed after 6 weeks of treatment. The psoriasis scales were 
fewer and the skin was softer and less flushed. The skin lesions also did not itch 
and spread out. The mechanism of action of the proposed treatment, however, 
remains not fully understood and would be further studied by investigating the 
effect of NB-UVB on key cell types involved in the pathogenesis of the disease 
including the keratinocytes and the T lymphocytes. The system will also be 
upgraded with various components, such as UV light sensor, for safe uses. 
Keywords: Psoriasis, UVB, fibroblast, 311 nm wavelength. 

1 Introduction 

Psoriasis is a common disease influencing 5% of Europe's population, 2% of the 
population in Asia and Africa, and the vast majority of whom experience first 
indications at <40 years old [1]. In Vietnam, as indicated by the Department of 
Dermatology of Hanoi Medical University, psoriasis affects roughly 1.5% of the 
country population. The disease is chronic with recurring symptoms causing 
unpleasant, exhausted or even painful feelings, which could greatly affect patient’s 
daily activities as well as mental wellness. 

Normally, skin cells grow gradually and flake off about every 4 weeks. New skin 
cells grow to replace the outer layers of the skin as they shed. In psoriasis, however, 
new skin cells move rapidly to the surface of the skin in days rather than weeks (3–5 
days) [2]. They build up and form thick patches called plaques. The patches range in 
size from small to large. They most often appear on the knees, elbows, scalp, hands, 
feet, or lower back. The five main types of psoriasis are plaque, guttate, inverse, 
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pustular, and erythrodermic [2]. Psoriasis can be mild, moderate or severe based on 
coverage percentage of body. Mild psoriasis covers less than 3 percent of the body. 
Moderate psoriasis covers between 3 and 10 percent of the body. If psoriasis covers 
more than 10 percent of your body, it is severe [3]. It is widely accepted that the immune 
system and genetics play major roles in the development of the disease [4]. Most of the 
identified genes relate to the immune system, particularly the major histocompatibility 
complex (MHC) and T cells. 

Besides topical treatments, doctors usually also prescribe phototherapy or systemic 
medications, including biologic drugs, to their patients. In natural sunlight, ultraviolet 
B (UVB) is an effective treatment for psoriasis. UVB penetrates the skin and slows the 
growth of affected skin cells [5]. During UVB treatment, the symptoms may worsen 
temporarily before showing improvement. The skin may redden and itch from exposure 
to the UVB light [6]. To avoid further irritation, the amount of UVB administered may 
need to be reduced. Wavelengths of 305–315 nanometers are most effective and 
specialized lamps have been developed for this application [7]. Increasing rate of cancer 
from treatment applying wavelengths in this range was also indicated to be small [8]. 
However, like many other kinds of medical lamp utilizing the UV light, in order to 
avoid any skin damage, the exposure time in these devices needs to be controllable for 
users, since the effective and safe amount of UV exposure highly varies among people. 

In this study, we proposed a medical system with narrow-band UVB (NB-UVB) 
lamp whose operation can be closely controlled as an efficient, safe, and economical 
solution for psoriasis patients. An in vitro study was established on mouse skin 
fibroblasts to initially investigate the effect of NB-UVB on cell proliferation and 
morphology. The efficacy and safety of the medical system were also characterized on 
2 patients of psoriasis in a pilot study where the two patients strictly followed the 
treatment protocol utilizing our system for 6 weeks. 

2 Materials and method 

2.1 Materials 

PHILIPS UVB311nm Narrow-band medical lamp was purchased from Philips (PL-S 
9W/01/2Plamp). L929 murine fibroblast cells were obtained from American Type 
Culture Collection (ATCC, Rockville, USA). Cell culture media Dulbecco's Modified 
Eagle's Medium (DMEM, CAT No. D6429), Ham’s Nutrient Mixture F12 (CAT No. 
516512C), Gentamicin (G1272) were purchased from Sigma-Aldrich. All other 
materials and chemicals were from major suppliers. 

System Diagram of medical lamp 
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Fig. 111. Block diagram of the medical lamp system. 

Resource blocks create 5V DC for the circuit. MCU processing block process and 
perform the requirements of temperature measurement and reading time, while DS1307 
real-time block counts time and transits time parameters on the MCU, then converts 
data to display on the LCD. The keystroke sets time parameters match with real-time 
for IC measurement DS1307. 

Fibroblast cell culture. Fibroblast cells were cultured in Dulbecco's modified Eagle 
Medium Ham's 12 (DMEM/F12) supplemented with 10% fetal bovine serum (FBS) 
and 1% gentamicin at 37°C in atmosphere of 5% CO2 and 98% relative humidity. Cells 
were grown to 80% confluency prior to the experiments. 

2.2 Exposure of cultured fibroblast cells to UVB 311nm narrow band irradiation 

L929 murine fibroblast cells were placed into wells of 24-well cell culture plate at a 
density of 104 cells/well in DMEM/F12 media containing 10% FBS and 1% 
Gentamicin. Fibroblast cells were exposed to NB-UVB light for 1, 2, 3 and 4 min. 
Control experiments were performed with unexposed cells. In order to ensure all 
samples have received correct doses as expected, whenever a group of wells were 
exposing to the UV light, wells in other experimental groups were being covered by a 
UV-resistant glass. Following NB-UVB irradiation, cells were cultured in a humid 
incubator (37°C, 5% CO2, 98% humidity) and examined under light microscope at 24-
h intervals for 4 days. Data was collected from four repeated experiments. 
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2.3 UVB 311nm narrow band irradiation for Psoriasis treatment – Initial pilot 
study 

Subjects We obtained IRB approval from to study the effect of UVB 311nm narrow-
band medical lamp treatment in two psoriasis patients. The first patient was a 22-year-
old male who had had pustular psoriasis on his scalp for over 10 years. Second patient 
was a 53-year-old female who had had erythrodermic psoriasis on her right leg also for 
over 10 years. After proper diagnosis and consultation, two patients have agreed to 
participate in the study. 

UVB treatment protocol The protocol was applied for both patients. Personal safety 
protection was taken by following manufacturer’s instruction. Patients’ psoriatic skins 
were exposed to periodic illumination three times per week. Starting dose for NB-UVB 
therapy was 2 min irradiation with the distance from lamp bulb to psoriatic skin was 
10-15 cm. After 8 h of irradiation, patient’s skin was checked for any change in color. 
Irradiation time was increased 1-2 min if there was no change in skin color until 20 
min. The time increment was stopped if skin turned pink. 

3 Results and discussion 

3.1 Medical lamp system 

Figure 2 and 3 represent the prototype of our medical lamp device for psoriasis 
treatment. The system included a microcontroller system, a transformer changing 220V 
to 60V and a Philips UVB Narrow-band PL-S 9W/01/2Plamp. The front side of the 
system comprised a display LCD and four keystrokes corresponding to start, pause, up 
and move. On the back side, there was an on/off button and a power port for 
microcontroller. Irradiation time was controllable. Distance between bulb and skin also 
could be controlled by adjusting the angle (30º to 120º) of the base and of the lamp. 

 
Fig. 112. UVB 311 nm narrow-band medical lamp system. 
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Fig. 113. Front and back panel. 

3.2 In vitro Study 

To optimize the therapy, it is important to understand the biological effects of NB-UVB 
on skin cells. As has been shown in a case-control study, the level of cell-cycle 
suppressor protein p-53 was lower and the level of cell-cycle promoter protein cyclin 
D1 was higher in skin biopsies of psoriatic lesions. These levels were normalized after 
exposure of NB-UVB. Nonetheless, it is also known that UV light has various harmful 
effects on human skin cells, by modulating many signaling pathways or directly 
damaging the DNA [9, 10]. There were numerous studies about UV-induced genetic 
changes and UV-induced skin carcinogenesis. It was shown that UVB exposure can 
lead to skin inflammation, cancer development and progression through the 
modulations of gene expression or signal transduction response of skin cells [9, 11]. 
Therefore, before applying the phototherapy using UVB light, it is essential to initially 
evaluate at which doses the side effect is reduced. 

In our study, we established in vitro experiments examining the proliferation and 
morphology of fibroblast cells under the NB-UVB light in different amounts of time. 
The results for the effect of this light on fibroblast were illustrated as light microscopic 
images of the cells after irradiation 1, 2, and 3 days (Figure 4). As has been shown, 
there was a slight increase in proliferation of cells being exposed to NB-UVB for 4 min, 
as compared to other groups, but the overall growth rates of irradiated cells were not 
significantly different from that of the non-irradiated cells. In terms of morphology, 
there was also no difference either between irradiated cells of different doses or between 
irradiated cells and the control. 
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Fig. 114. 1min (A), 2min (B), 3min (C), 4min (D) and control (E) 

Besides the NB-UVB, there is also another subtype of UVB, which is the broad-band 
UVB (BB-UVB). The NB-UVB is similar to the BB-UVB in many ways, and the major 
difference between them is that NB-UVB light bulbs release a smaller range of 
ultraviolet light [12]. From a research which evaluated the cytotoxic doses of narrow-
band and broad-band UVB in different types of human skin cells, it was indicated that 
minimal cytotoxic doses of NB-UVB are exceed than those of BB-UVB, and for NB-
UVB, the minimal cytotoxic doses in keratinocytes, melanocytes, and fibroblasts are 
100, 100, and 400 mJ/cm2, respectively [11]. In our study, no significant abnormal 
change was observed in the proliferation and morphology of the fibroblasts after 1, 2, 
3 and 4 min of NB-UVB exposure. 

3.3 Initial Pilot Study 

First patient is a 22-year-old male patient who has had pustular psoriasis for over 10 
years. The main symptom is that psoriasis lesion appears on the scalp, and particularly 
in cold weather, the number of psoriasis usually increases rapidly (Figure 5). 
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Fig. 115. Pustular psoriasis on scalp of patient 1 

Figure 6 and 7 show the improvements observed in symptoms of the first patient after 
respectively 2 and 6 weeks of treatment. The number of psoriasis lesions were reduced 
and became no longer itchy. In the course of treatment, the patient’s scalp also showed 
no irritation or redness (Figure 7). 

 
Fig. 116. After 2-week treatment (patient 1) 

 
Fig. 117. After 1.5-month treatment (patient 1) 

The second patient is a 53-year-old female patient who has had erythrodermic psoriasis 
for also over 10 years. The main symptom is that a psoriasis lesion is on the right leg 
which often starts itching from around 19 - 20 pm or at midnight and causes unpleasant 
feelings for the patient. (Figure 8). 
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After the treatment following our protocol, the patient was still not out of irritation, 
however, her psoriatic lesion became no longer flushed and it also did not spread out 
(Figure 9). 

 
Fig. 118. Erythrodermic psoriasis on right leg of patient 2 

 
Fig. 119. After 1-month treatment (patient 2) 

It is known that NB-UVB, with an emission peak at 311 nm, is particularly effective in 
the treatment of psoriasis. From our pilot study treating on 2 psoriasis patients, 
improvements were observed after 6 weeks following the treatment protocol using NB-
UVB light. Overall, the psoriasis scales were fewer and the skin was softer and less 
flushed. The skin lesions also did not itch and spread out.  Although for one patient 
(patient 2), the irritation was not eliminated but it remains unknown whether prolonging 
the treatment course could give better result. 
 Comparing to other wavelengths, few studies have shown that NB-UVB clears 
psoriasis lesions speedier and creates longer reductions than BB-UVB. It also likewise 
might be powerful with less medication every week than the BB-UVB [13]. Moreover, 
the NB-UVB also has been demonstrated to be as effective as PUVA but with less side 
effects [13]. 

4 Conclusion 

Using UVB 311 nm narrow-band wavelength for the treatment of psoriasis has been 
discovered and used widely in the world, however in Vietnam, this method is emergent 
and not common. Hence, we aimed to develop a medical system utilizing NB-UVB that 
is efficient, safe and economical for Vietnamese psoriasis patients. Experimenting with 
the prototype of such a system, it was demonstrated that NB-UVB, when exposed to 
fibroblast cells for 1-4 min, did not promote significant abnormal change to the cells, 
as well as clinically improved the symptoms in psoriasis patients after 6 weeks of 
treatment. These preliminary results are good stepping stones to further research and 
development on the proposed medical device. 
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Finally, as the mechanism of action of the proposed treatment remains not fully 
understood, the future work would comprise of investigating the effect of NB-UVB on 
key cell types involved in the pathogenesis of psoriasis, including the keratinocytes and 
the T lymphocytes. The hardware system will also be upgraded with various 
components, such as UV light sensor, for safe uses. 
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Abstract. To read 2D slices from medical scanners on a flat screen and analyze 
them into full 3D structure in one’s own mind requires long-time training and 
experiences. Therefore, aside from doctors and experts, it is very difficult for 
patients to follow their own state of illness only by mere explanation from their 
physicians and a series of 2D slices displayed on flat screens. Up until now, 
pyramid holograms have only been used for advertising and entertainment, but 
not in medical field since it was not able to interact. Hence, the research of our 
team is to enhance this system with the interactive ability. The first step for this 
is to compute a hologram from multi-layer images captured by CT or MRI 
scanners in the form of DICOM via pyramid hologram, with the use of Matlab 
programming language and a lot of it’s available functions for image processing. 
The whole procedure of the team research contains six main steps. The first four 
steps include:  reconstructing 3D images from a folder of CT or MRI multi-layer 
images, capturing four orthogonal projections of the 3D image, arranging these 
four side views into one appropriate png image, saving the final image. Step five 
is to reduce a layer from the original folder of CT or MRI multi-layer images and 
repeating the first four steps until running out of layers inside the folder, 
gradually. All the saved images for each layer reduction will be computed into a 
video which can show the outside through the inside of the images from CT or 
MRI scanner via a pyramid hologram. Users can pause the video at any time to 
show the structure of the images they desire. This paper traces the design concept 
but can only confirms the first four steps for coding function of creating a 
hologram image from the original medical devices by a prototype demonstration. 
Future work for this research will include full six steps and designing for a 
hardware system that can be combined with the pyramid hologram for interaction 
between users and the model. 
Keywords: Pyramid hologram, Matlab, 3D volume CT. 

1 Introduction 

Holography is a technique that was invented in the 1940s by Hungarian scientist Dr. 
Dennis Gabor and has become a very useful tool in many areas, such as in commerce, 
scientific research, business, education, entertainment, art, industry, medicine, 
healthcare and so forth. In the medical field nowadays, many medical systems generate 
complex data using advanced imaging technology, such as Magnetic Resonance 
Imaging (MRI), Computed Tomography (CT) scans, Emission Tomography (PET) or 
ultrasound scans. Normally, the electronic information from these types of technology 
is used to display flat images on a computer screen, which are understandable by many 
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doctors and experts, but may be difficult for patients and students to follow. Although 
in this paper, the hologram created is still in the stage of virtual image, it could be 
developed into a real and interactive image in near future. The coding in this paper for 
the pyramid hologram is only the first step for applying the real–interactive 3D 
holographic images in teaching and training students and patients for reading data from 
medical scanner devices through a non-expensive and easy technique.  

The holographic design our team is working with is focus on the pyramid hologram. 
This is a simple device that is made by cutting a transparent acrylic sheet into the special 
shape of a hollow pyramid so that all four panes of this pyramid will make a suitable 
angle with the horizontal surface [1]. The more view sides from different angles of the 
3D structures are shown, the more panes or faces of the pyramid hologram system are 
needed to be computed, which will lead to more complicated calculation, coding, and 
wasting time. On the other hand, four-main-angle hologram is simpler, but still give 
enough information of the outward structure of the 3D image. The technique is not only 
simple and easy for all to compute, but also has the ability to change sizes depending 
on users’ demand. Pyramid hologram was made based on the Pepper's ghost illusion, 
named after John Henry Pepper who implemented a working version of the device in 
1862, creating illusion for observer by the principle of reflection [2]. Since the pyramid 
hologram generator is extremely easy to create, anyone can make one for themselves 
with any size of the pyramid they desire. 

The objective of our team in this paper is to design a system that can stimulate or aid 
in capturing 3D holographic images from these medical scanners, display them on 
screen with the major help of Matlab programing language for image processing. The 
final product is in form of a software that people can use to turn images from medical 
scanners directly into holograms shown on screens with the dimensions that can satisfy 
any demand of any pyramid size. We hope that this product should be not only users-
friendly and cost-effective, but also a great and convenient tool for visualizing patient 
data while training patients and students in Vietnam. 

2 Methods and Materials 

2.1 Requirements 
Programming languages and software use. Digital Imaging and Communication in 
Medicine (DICOM) has become one of the most popular standards in medicine. In the 
beginning, DICOM was used for the exchange and management of images and image-
related information between different systems. Actual developments of the 
standardization enable increasingly more DICOM-based services for the integration of 
modalities and information systems (e.g., RIS, PACS) [3].  

MATLAB is a high-level programing language and interactive environment for data 
analysis and mathematical computing functions. It provides a variety of interactive 
tools including threshold, correlation, Fourier analysis, filtering, basic statistics, curve 
fitting, matrix analysis, 2D and 3D plotting functions. These tools allow users to 
perform noise reduction and image enhancement, image transformation, colormap 
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manipulation, color-space conversions, region-of-interest processing, and geometric 
operation [4]. Furthermore, the open sources for exchanging files of MATLAB 
language users are enormous also beneficial. 

Pyramid projecting hologram system. The result of the hologram image or video 
displays were to be projected by a pyramid hologram device. The system is a simple 
device that was made by cutting a transparent acrylic sheet into the distinctive shape of 
a hollow pyramid so that all four faces of this pyramid will make a suitable angle with 
the horizontal surface. Many parameters could be applied for pyramid holograms, but 
by some simple calculation, the pyramid hologram specifications chosen for this project 
were shown in Table 1.  

─ Table 35. The Pyramid Hologram Specifications 

Material Thin transparent acrylic sheet 

Length Upper Side 6 [cm] 
Bottom Side 1 [cm] 

Height 3.5 [cm] 
Angle 45° 

2.2 Process 
There were five main steps in the flow chart (Fig. 1) shows how images taken from 
CT/MRI scanners were processed and displayed by the Matlab programing language. 
However, only four first steps were able to be conducted, and the process is shown 
below. 
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Fig. 1. Six main steps for creating hologram video projected via pyramid.   

A total of 142 CT slices of a brain (patient Doe Pierre [54879843] – 1 January 2006) 
with the post-concussive syndrome (PCCS) were taken from Patient Contributed Image 
Repository (PCIR) website in the form of DICOM files (*.dcm). These files were stored 
in the same folder so that they could be called out via graphical user-interface (GUI) of 
Matlab programming language. Usually, after a scan from CT/MRI, these DICOM files 
are automatically organized in an appropriate sequence for easy detection. Hence no 
manual naming was required for arranging these files.  

There were many available filtering and enhancement tools in Matlab, but based on 
a research of Cam Q. T. Thanh, Nguyen T. Hai [5], the Otsu method (Otsuthresh) were 
especially applied for all CT slices before reconverting them into a full 3D image and 
extracted out onto the GUI figuring of Matlab (Fig. 2). The color for the axes framing 
of the figure was made black so that it could reduce the background light when projected 
out by the pyramid hologram. 
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Fig. 2. 3D volume of the brain. 

With the glass box approach, the algorithm designed an object camera and adjusted 
its position at six views of the 3D figure (top, bottom, front, rear, left and right views), 
represent the six orthogonal projections. When running the code on Matlab, the camera 
automatically took an image from each position and saved all six of which as Portable 
Network Graphic (*.png) files (Fig. 3). However, based on the principle of pyramid 
hologram, only 4 out of 6 views, which were the front, the rear, and two side views 
were required (Fig. 4). As introduced above, more angles of the 3D image can be taken 
for projecting on a system that has more than just 4 sides. However, there was only one 
object camera in Matlab, hence, to take more views from more angle of the 3D image, 
there will be more coding for changing the camera position and hence, very time 
consuming. On the other hand, four main angles still give enough information for the 
outward structure of the 3D image, so more angle views are not necessary. 
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Fig. 3. using Matlab object camera to take a picture of the constructed 3D image; From 
left to right, top to bottom are the view of Top, Bottom, Front, Rear, Right, and Left. 

 

 
Fig. 4. From left to right, top to bottom are the Front, Left, Rear and Right viewed 
projections of the 3D volume. 
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Similar to a work done on OpenGL screen by using glViewport by Ramlan, Sarah, 
Puteri and Rahmita[6], a square-shaped frame on a flat 2D image was created and 
separated by a grid into 9 equal invisible segments. All the saved png images of the set 
of four projections of the 3D image were mirrored and scaled at the same ratio so that 
each of them would be able to fit in one small square. Figure 6 illustrated the 
arrangement and the final image that was saved as a png to be displayed on wide range 
of devices and projected out by the appropriate pyramid projector. 

    
Fig. 5. arrangement of four-sided projections of the 3D image with nine segment 
method (left) and the final image (right) 

3 Results and Discussions 

The image was displayed on an LCD screen of Samsung A5 with the screen size of 
13.22cm (5.2), resolution 1920 x 1080 (FHD) and 16M color depth. The resulting 
hologram image was shown in Fig. 6 through the pyramid hologram prototype. Even 
though ambient light can be bright, to create a better environment for the quality of the 
hologram projected via the pyramid hologram system, the ambient light was turned off. 
Although the pyramid hologram was a quite simple system to make within a short 
amount of time, the level of transparency of this system can affect the sharpness and 
quality of the hologram. The higher the transparency, the clearer the hologram image 
will be observed. 
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Fig. 6. Image displaying the pyramid hologram prototype via an LCD screen. 

The result of our team is so far completed through step 4 (Fig. 1) and projected the 
outward hologram image of the 3D multi-layer CT images via a pyramid hologram 
prototype, but step 5 has yet to be able to run and test. This is due to each layer of 
DICOM multi-layer images from medical scanners is huge (about 150KB), hence, the 
procedure just from step 1 to step 4 takes up too long processing time (about 7 minutes). 
Furthermore, instead of the whole 3D image, only a set of four projections of it is 
needed, but the method we used to capture these projections required a camera object, 
hence, we have to show the 3D volume image out in a GUI of Matlab to be able to use 
this function, which is also very time consuming. Aside from that, in step 5, after 
reducing a CT layer, the first four steps will be repeated until running out of layers 
inside the folder, gradually. Since we used 142 CT layers, this all means that continuing 
to run step 5 will lead to about 16 hours processing time. More code work and solution 
should be done to modify the processing time of the first four steps before going to the 
next step.  

4 Conclusion and future work 

The goal of this study is to create a final product in the form of software that people can 
use to turn images from medical scanners into a hologram easily via holographic 
pyramid system. Although the hologram was successfully built, displayed and projected 
via the pyramid hologram system, there are a lot of future works that still need to be 
done. All steps of the coding procedure (Fig. 1) should be enhanced for faster 
processing to be able to continue with the next step to create a real-time hologram video 
that could show people the complete structure inside the objects. Furthermore, although 
the hologram computed by this technique may not be interactive, Jiono Mahfud and 
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Takafumi Matsumaru have presented an interactive aerial projection of 3D hologram 
objects by using the pyramid hologram and parabolic concave mirror system (Fig. 7). 
Further studies on this technique can help create a device that not only displays the 3D 
images but also help users to interact with it. This is a very new method that can create 
real and interactive images from the simple pyramid holographic projector - cheap and 
simply made system – and hence, very suitable for individual studies of students, and 
training material for patients with low income. 

   
Fig. 7. The structure and working principle of the parabolic concave mirror system [1] 
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Abstract: Many researches have shown the potential of polarized light in 
inspection and diagnostic. Such as the ability to determine sugar concentration in 
the cornea which could be developed to non-invasive polarimetric glucose 
detector for diabetic’s detection; or diagnose vascular disease and brain function 
by detecting the concentration of the deoxygenated hemoglobin in vein. 
Additionally, the Polarization properties of scattered light from turbid media such 
as biological tissues and certain plastics have also received considerable 
attention. From the scattered light of a sample, fundamental optical properties of 
the sample could be revealed. From this information, some diseases could be 
detected, including diabetes, cancer. In this research, an automatic Stoke 
parameters measurement system is introduced to determine the fundamental 
optical properties i.e., the effective linear birefringence(LB), linear 
dichroism(LD), circular birefringence(CB), circular dichroism(CD), linear 
depolarization (LDep), and circular depolarization(CDep) of a biological sample. 
By measuring Stokes parameters of 6 kinds of polarized lights (right-hand 
circular, left-hand circular, 0°, 45°, 90°, 135° of linear polarized lights) which are 
projected through the biological sample. The results showed that the system can 
automate measure Stokes parameters of a biological sample with the accuracy ± 
5% to compare with the commercial device, Stokes polarimeter. From this raw 
system, the developing of the system is improved for diagnosing cancer. 
Keywords: Polarized light, linear birefringence, linear dichroism, circular 
birefringence, circular dichroism, Stokes parameters. 

1 Introduction 

Since being found, polarized light has shown its endless potential in photography, 
display technology, chemistry, biology, microscopy, astronomy and especially medical 
[1-6]. It already has many applications in therapy, beauty industry and shown many 
potentials in diagnostics and medical imaging [4-6]. In this research, an automatic 
Stokes measurement system was built with the desire to develop a medical device that 
could detect tumor or cancer in early stage. Based on the analytical method of Thi-Thu-
Hien Pham and Yu-Lung Lo [7, 8], the system was designed and built for measuring 
the Stokes polarization parameters to determine the fundamental optical properties of 
biological samples for distinguishing the differences between the healthy and abnormal 
tissues/cells. The designed system sequentially generates six polarized light (i.e., left-
hand circular (LHC), right-hand circular (RHC), linear polarized lights in 0o, 45o, 90o 

mailto:ptthien@hcmiu.edu.vn
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and 135o) to illuminate through a biological sample. After that, the system measures the 
analog signal and calculate the Stokes parameters of these output lights. 

2 Methodology and Structure 

2.1 Methodology 

Based on the analytical method of Pham and Lo [7, 8], we propose an automatic control 
system for measuring the Stokes parameters of anisotropic optical materials or 
biomedical samples. The automatic control system can determine the fundamental 
optical properties of samples; then it could help to distinguish healthy and abnormal 
tissue from that early detect some disease especially tumor or cancer. The measured 
optical parameters are linear birefringence (LB), circular birefringence (CB), linear 
dichroism (LD), circular dichroism (CD), linear depolarization (LDep), and circular 
depolarization (CDep). Thus, the automatic control system of Stokes measurement is 
built as following shown in Fig.1.  

 
Fig. 120. Automation of system for measuring the Stokes parameters. 

where F-P1 is a fixed linearly horizontal polarizer; AR-Q1 is a rotating quarter-wave 
plate RH (45o) & LH (−45o); AR-P2 is rotating polarizer 0o, 45o, 90o, 135o for linear 
polarized input lights; AR-Q2 is a rotating quarter-wave plate; F-P3 is a fixed linear 
horizontal polarizer; and OD is an optical detector. 

As shown in Fig.1, the laser source (633nm wavelength) firstly went to a fixed 
linearly horizontal polarizer (GTH5M, Thorlabs Co.) to make the polarization state at 
0o for normalization and calibration the light source. Then, the light source with a 
rotating quarter-wave plate (QWP0-633-04-4-R10, CVI Co.) and a rotating polarizer 
(GTH5M, Thorlabs Co.) generated sequentially six polarized light, i.e., two circular 
polarized lights (LH & RH) and four linear polarized light at 0o, 45o, 90o, 135o. After 
that, these input lights went through the sample and touched to the Stoke Analyzation 
block which includes a rotating quarter-wave plate (QWP0-633-04-4-R10, CVI Co.), a 
fixed vertical polarizer (GTH5M, Thorlabs Co.) and a photodiode (BNC mount #53-
373 silicon detector, Edmund Co.). Based on the Stoke quarter-wave plate measurement 
method [9] with N = 50, the system controlled the rotating quarter wave plate (AR-Q2) 
rotates from 0o to 180o interval and the detector taken 50 points data sample from the 
interval. Then, the system received 50 points measurement data with the steps equal to 
3.6o (𝜃𝑛+1 – 𝜃𝑛 = 180/50 = 3.6o), that mean each of every angle at 𝜃1 = 0.0o, 𝜃2 = 3.6o, 
𝜃3 = 7.2o …𝜃49 = 172.8o, 𝜃50 = 176.4o; the system read the analog signal for every angles. 
Then, the analog signal was calculated and converted to digital signals. The Stoke 
parameters was calculated by the following equations [9] 

Laser 
source

F-P1 AR-Q1 AR-P2 Sample AR-Q2 F-P3 OD

Beam former Analyzer Part 
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𝑆0 = 𝐴 − 𝐶,       𝑆1 = 2𝐶,       𝑆2 = 2𝐷,       𝑆3 = 𝐵 (c) 

Additionally, the Degree of Polarization (DOP), Azimuth and Ellipticity of each data 
point were calculated the following equations 

𝐷𝑂𝑃 = 
√𝑆1

2+𝑆2
2+𝑆3

2

𝑆0
  (a) 
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𝑆1
𝑆2
)

2
  (b) (2) 

𝐸𝑙𝑙𝑖𝑝𝑡𝑖𝑐𝑖𝑡𝑦 =  

tan−1(
𝑆3

√𝑆1
2+𝑆2

2
)

2
  (c) 

Finally, the output results of the system (i.e., Stoke parameters, DOP, Azimuth and 
Ellipticity of a biological sample) was displayed as values and graphical results in the 
User Interface designed by MatLab. 
 
2.2 Hardware design 

For the hardware of the system is designed into 2 main parts. The first part is light 
former including a laser source, fixed polarizer, one rotating quarter wave plate, one 
rotating polarizer for creating six input polarized light. The second part is Stokes 
analyzer including rotating quarter wave plate, fixed polarizer and one photodetector 
for receiving the analog signal of the detector and calculating the intensity 
corresponding to different input lights. 

The laser beam is created by a He-Ne laser source (JDSU – Model 1125P) with 
wavelength at 633 nm. For controlling the rotating quarter wave plates and polarizers, 
three stepper motors were utilized with a resolution of 1.8o per step which is controlled 
by Arduino Uno integrated with CNC module. All transmission gears, auto-rotation 
block of quarter-wave plate, and polarizers were designed by Solidwork 2016 and 
printed by using a 3D printer. 

3 Results and Discussion 

3.1 Designed hardware 

Rotating quarter-wave plate blocks (AR-Q1 & AR-Q2) were designed to put the 
lens in the quarter-wave plate holder and controlled by a stepper motor. The quarter-
wave plate holder is designed to plug the lens M-MT-RS metric polarizer rotation 
mount from Newport Co. 
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 A B C 

 
 D E 
Fig.121. A-B-C: Rotating quarter-wave plate block with different angle view – D: lens M-MT-
RS metric polarizer rotation mount – E: Lens M-MT-RS metric polarizer rotation mount holder. 

Auto-rotation polarizer block (AR-P2) was designed to assemble the stepper motor 
to control the angle of the polarizer lens. The holder of lens polarizer rotation mount 
was built to compatible with the lens RM25A polarizer (Newport Co.). 

  
 A B C 

 
 D E 
Fig. 3. A: Step motor jointing gear – B: Rotating hooker – C: Rotating polarizer block – D: lens 

RM25A polarizer – E: Rotating polarizer holder. 

Fixed polarizer blocks (F-P1 & F-P3) were designed to assemble and fix the lens 
RM25A polarizer rotation mount from Newport Co. 

 
 A B 

Fig. 4. A: RM25A polarizer rotation mount – B: fixed polarizer holder. 
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The cage of the whole system also was designed to assemble all blocks of the 
automatic controlling system. 

  
 A B 
Fig. 5. The cage of the designed system. A: Assemblied system on solidwork – B: Final result 

after assembling all 3D printed part of system. 

3.2 Analyzed results 

A rotating motorized stage (SGSP-60YAW-0B, SIGMA KOKI Co.) was used to rotate 
a polarizer 36 steps to create 36 angles from 0° to180° each step being 5°. Then, both 
the designed system and commercial Stokes polarimeter (PAX5710, Thorlabs Co) were 
applied to measure the polarization state of a polarizer and a quarter wave plate with 36 
different angles from 0° to 180°; and D-glucose solution polystyrene microsphere 
(diameter = 5 𝜇𝑚) containing D-glucose with the different concentration. Each samples 
were tested from two to three times repeatability. The output Stokes vectors of the 
Stokes polarimeter were compared to the output Stokes vectors of the designed system. 
Then the % error was calculated by the Eq. (3). 

 %𝑒𝑟𝑟𝑜𝑟 = | 
𝑇ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 𝑣𝑎𝑙𝑢𝑒𝑠−𝑆𝑡𝑜𝑘𝑒 𝑝𝑜𝑙𝑎𝑟𝑖𝑚𝑒𝑡𝑒𝑟 𝑣𝑎𝑙𝑢𝑒𝑠

𝑆𝑡𝑜𝑘𝑒 𝑝𝑜𝑙𝑎𝑟𝑖𝑚𝑒𝑡𝑒𝑟 𝑣𝑎𝑙𝑢𝑒𝑠
| × 100% (3) 

Fig. 6 showed the comparing results for measuring polarizer of the commercial Stoke 
polarimeter and the designed system.  
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Fig. 6. The comparison measurement results of a polarizer between the Stokes polarimeter 

and the designed system. 

Continuously, the system also applied to experiment the D-glucose solution. The 
samples are the solution of polystyrene microsphere beads (diameter = 5 𝜇𝑚) 
containing D-glucose with the different concentration in 0.2M, 0.4M and 0.6M. 
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Fig. 7. The comparison measurement results of D-glucose solution between the Stokes 

polarimeter and the system. 

 
Figs. 6 &7 showed that the designed system operates with the % error < 5% to 

compare with a commercial Stokes polarimeter. Although the accuracy is acceptable, 
the system could be improved the quality also the sensitivity of the system by increasing 
the quality of stepper motor, especially their gear system; and the number of sample N 
in each Stokes measurement. One advantage of the designed system is that we can 
change the laser source by UV, Blue or IR for other experimental purposes. 

4 Conclusion 

In conclusion, the system can automate to measure the Stokes parameter of a biological 
sample, and the results showed that the accuracy < 5%.  The designed system can help 
to minimize the experiment time. Moreover, the system can apply to different laser 
sources such as UV, Blue, IR for other experimental purposes. However, the system is 
not enough fully-automatic system; the user has to follow the manual to ensure the 
measurement accuracy.  In the future, the quality of the system will be improved by (1) 
avoiding the motors noises; (2) developing the system into a fully automatic system; 
and (3) increasing the accuracy of the detector and the sampling numbers. We expect 
that the system is a feasibility method in diabetic diagnosis and monitoring or detecting 
cancer. 
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Mekong Delta Region 
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City 

 

Abstract: Important pathogens for humans such as the spotted fever group caused 
by Rickettsia spp., the scrub typhus caused by Orientia tsutsugamushi. They are 
spread by medical entomology (Ticks, chigger mites...). However, up to now 
researchs on these pathogens in Vietnam which has been limited, especially in the 
Mekong Delta region (Southwestern of Vietnam). Therefor, this research we have 
collected ticks at 8 sites in the Mekong delta region on the rainy and dry season 
from 2015 to 2016 which determine the presence of pathogens (Rickettsia spp. and 
Orientia tsutsugamushi) on ticks. A total of 1,457 tick individuals which were 
subdivided into 299 samples, that determine the presence of Rickettsia spp. and 
Oriental tsutsugamushi. Initial results, we have determined the presence of 
pathogen on ticks. 
Keywords: Ticks, Rickettsia spp., Orientia tsutsugamushi. 

1. Introduction 
Ticks are vector-bonre disease for both to humans and animals. In humans, ticks 

can cause many serious harms such as paralysis, poisoning, irritation and allergies. 
Besides they transmit some infectious diseases that are considered to be a major 
problem in public health [1]. The Mekong delta is a lowland area of Vietnam which has 
13 provinces and cities. This is a typical habitat for mangroves with interminglement 
of wetlands, lowlands , rural and urban areas. Therefore, the Mekong delta region has 
typical ecosystem of flora and fauna, including many vertebrates species such as birds, 
mammals and reptiles. They are the host of ticks.  

Our present study aims to capture information on (1) species composition and 
distribution of ticks in the Mekong delta region (2) and the presence of Rickettsia spp. 
and Orientia tsutsugamushi on ticks in this region. Our preliminary data is a basis for 
the regional monitoring of ticks, in public prevention and control of ticks transmitted  
diseases.  

2. Methods 

2.1. Study location 

In the field: U Minh Thuong National Park (Kien Giang province); U Minh Ha 
National Park (Ca Mau province); Tinh Bien district (An Giang province); Thanh Phu 
district (Ben Tre province); Lung Ngoc Hoang Nature Reserve (Hau Giang province); 
Lang Sen Wetland Reserve (Long An province); Phu Quoc Island (Kien Giang 
province), Ninh Kieu District (Can Tho City). 
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Labo: Department of Entomology and Department of Culture - Immunology 
(Institute of Malariology - Parasitology – Entomology in Ho Chi Minh City). 

2.2. Study duration 

From 2015 – 2016 
2.3. Research objectives 

Ticks (Ixodoidea), Hosts of ticks (Ixodoidea) and Pathogen (Rickettsia spp., 
Orientia tsutsugamushi). 

2.4. Research design 

Descriptive study: 
- Cross-sectional survey to collect ticks in the field: 
+ Period I: from July – October 2015 (the rainy season) 
+ Period II: from March – April 2016 (the dry season). 
- Analysis in the laboratory: Identification of ticks species and determination of 

pathogen on ticks. 
2.5.  Selection of sample and sample size 

2.5.1. Selected sites 

National park, Reserve: 1 outer zone and 1 buffer zone 
Islands: 1 rural zone and 1 outer zone (forest) 
Plain and rural areas: 2 rural zones   
Urban areas: 2 residential zones 

2.5.2. Research on species composition and distribution of ticks 

- Selected samples: 
+ Wild animals: rats, bats, squirrels, civets ... 
+ Raising animal: dogs, cows, buffalos, goats, rabbits, monkeys 
+ Wild birds: Junglefowl, greater coucal,...;  
+ Raising birds: chickens, ducks, birds ....;  
+ Reptiles: python, snake, turtle, lemur, hoe, shrimp, geckos ... 
+ Garbage and animal nest: chicken nest, plastic sheet, soil, garbage.  
- Sample size: 
+ Wild animals: All wild animals which are collected. 
+ Raising animal: 20 individual per species (1 to 3 individual per households) 
+ Birds: 20 individual per species (1 to 3 individual per households) 
+ Reptile: all reptile which are collected  
+ Garbage and animal nest: 20-30  

2.5.3. Determination of the presence of pathogens on ticks 
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- Selected samples: Ticks individuals of the same species, parasites on the same 
host or on the same host group which put in an analytical sample. Tick sample (from 1 
to 5 individuals of the same species). 

- Sample size: Use the formula for calculating minimun sample size: 

 
Where, n: minimun sample size;  
Z: confidence coefficients based on a,  
select a = 0,05 check table has Z = 1.96; d: desired confidence coefficient of 

precision (desired error) 5%, choose d = 0.05. For ticks of 227 samples, the actual 
sample size was 299 samples (P = 18% according to Márquez, 2008) [2]. 

2.6. Methods 

2.6.1. Sampling of ticks 

Collecting ticks on animal: Examine carefully the thin skin areas such as the 
groin, leg, anus, ear, nose, eyelid, crest of the animal. If there were ticks, use a small 
clamp to catch them into a tube of alcohol 700. If chigger mites were found, use a 
scissors to cut part with chigger mites or use stick to take chigger mites into the alcohol 
700 tube. Place the animal in a tray or a bucket or a plastic sheet, use the brush to brush 
the animal hair in reverse direction till mites fall down on the tray or bucket and then 
pick up the mites into the alcohol 700 tube. 

Collecting ticks on garbages and animal nests: Pick up garbage, leaves rotting, 
straws… in the trays then flip each layer to find ticks or use a plastic sheet (discs) place 
deeply in soil ground, check one time after 3 hours (in the day), or another time after 
12 hours (overnight), if tick was found, take them into alcohol 700 tube. 

2.6.2. Techniques for identification of ticks 

Identify ticks (Ixodoidea): Rinse tickes several times with alcohol 700, then 
observe the morphology of ticks under the microscope  

2.6.3. Polymerase chain reaction for detection of pathogens 

DNA was extracted by the ISOLATE II Genomic DNA Kit (Bioline, South 
Korea) according to the manufacturer's instructions. Multiplex PCR reations were 
performed with total reaction volume was 50 μl: 25 μl 2x MyTaq HS Mix 2x (Bioline); 
2.0 μl Multiplex Primer 25 nmol, to detect Rickettsia spp. and Oriental tsutsugamushi; 
20 μl distilled water; 3 μl of mold DNA. PCR cycle: 940C for 5 minutes, followed by 
45 cycles: 940C for 30 seconds, 560C for 30 seconds, and 720C for 45 seconds and ended 
at 720C for 7 minutes (Applied Biosystem 2720 Thermocycle, America). 

Table 1. Primers  for groEL gene of Rickettsiaceae 

                       P (1-P) 
n = Z2

(1 – a/2)   ----------  
                         d2 
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No Primer Sequencing primers Size 
Rickettsiaceae 
gene segments: 

groEL 

1 
SF1 GATAGAAGAAAAGCAATGATG 

229bp Rickettsia spp. 
SR2 CAGCTATTTGAGATTTAATTTG 

2 
TF1 ATATATCACAGTACTTTGCAAC 

366bp Orientia tsutsugamushi 
TR2 GTTCCTAACTTAGATGTATCAT 
PCR products were detected by DNA electrophoresis with 2% agarose  in TBE 

containing ethidium bromide for 30 minutes at 120 volts and bacteria are identified 
based on PCR product size on. 

2.7. Data analysis 

Manage and process data by Excel software 
Map drawing by ArcView GIS Version 3.1 

2.8. Ethical issues 

The study was conducted on the hosts of ticks without any relation to human, 
so caused no harms to human and ecological surroundings. In addition, the study also 
found host species which contain vector borne diseases since then to make 
recommendations for preventive medicine centers. 

All collected host animals once being inactivated to catch ticks were activated 
and returned back to the living environments.  

The outline of the study had been approved by the Ethics Council of 
Biomedical Research of Institute of Malariology - Parasitology – Entomology in Ho 
Chi Minh city 

3. Results 

3.1. Species composition and distribution of ticks in the Mekong 
delta region in 2015-2016 

3.1.1. Results of host collecting in the study area 

We investigated the host species of ticks on 6 groups of wild animals, raising 
animals, wild birds, raising birds, reptiles, garbage and animal nests at 8 survey sites in 
the region in the rainy season and dry season (Table 2) 

Table 2. Hosts of different species at 8 survey sites in the Mekong Delta 

Host groups 
8 survey sites in the Mekong Delta region  

Total 
LS LNH UMH UMT PQ TB TP NK 

Wild animals 66 121 84 65 69 71 83 89 648 
Raising animals 70 76 113 99 55 130 104 100 747 
Reptiles 23 36 48 53 40 33 34 35 302 
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Wild birds 61 52 55 38 0 22 8 30 266 
Raising birds 48 46 48 45 44 60 47 56 394 
Garbage and 
animal nest 

46 42 50 41 53 67 51 57 407 

Total 314 373 398 341 261 383 327 367 2,764 
Note: LS (Lang Sen Wetland Reserve), LNH (Lung Ngoc Hoang Nature 

Reserve), UMT (U Minh Thuong National Park), UMH (U Minh Ha National Park), 
PQ (Phu Quoc Island), TB (Tinh Bien district), TP (Thanh Phu district), NK (Ninh Kieu 
District). 

The total number of hosts which were collected for ticks at 8 sites in the two 
surveys from 2015 - 2016 which was 2,764 individuals. Of which, there were 54 
terrestrial vertebrates (25 species of birds, 20 species of mammals, 9 species of reptiles) 
and 3 Garbage and animal nest (garbage, poultry nets, plastic sheets). Raising animals 
have the highest number of individuals (747 individuals), belong to 8 species; wild 
animals were 648 individuals of 12 species; the lowest was wild birds (266 individuals), 
17 species; raising birds were 395 individuals of 8 species. Reptiles were 302 
individuals, of 9 species. Garbage and animal nest were 407 samples including garbage, 
poultry nets, plastic sheets. 

3.1.2. Species composition of ticks in the Mekong delta region in 2015-
2016 

There were 4.763 tick individuals of 7 species, 5 genus, 2 families were 
identified  (Table 3). In which soft ticks (Argasidae) were 1 genus, 1 species: Argas sp. 
(01 individual). Hard ticks (Ixodidae) were 4 genus, 6 species, in that Aponomma was 
2 species: Aponomma crassipes (24 individuals), Aponomma gervaisi (31 individuals); 
Rhipicephalus has 2 species: Rhipicephalus (Rhipicephalus) haemaphysaloides (506 
individuals), Rhipicephalus (Rh.) sanguineus (2,828 individuals); Boophilus: 
Boophilus microplus (1,372 individuals) and Ixodes: Ixodes (Ixodes) granulatus(01 
individuals) 

 
3.1.3. Distribution of ticks in the Mekong delta region in 2015 – 2016 

3.1.3.1. Distribution of ticks on the host 
Table 3. Distribution of ticks on the host in the Mekong delta region 

No Ticks species The host species 
1 Argas sp. Pipestrellus sp. 

2 Ap. crassipes 
Python molurus, Varanus bengalensis, Varanus 
salvator 

3 Ap. gervaisi P. molurus, V. bengalensis 
4 B. microplus Bos sp., Bubalus bubalis 

https://vi.wikipedia.org/wiki/B%C3%B2_nh%C3%A0
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5 I. (I.) granulatus Canis familiaris 

6 
Rh. (Rh.) 
haemaphysaloides 

Canis familiaris 

7 Rh. (Rh.) sanguineus Canis familiaris, Bos sp., Felis domestica 
Two Aponomma species were parasitic on reptile such as Python molurus, P. 

molurus, Varanus bengalensis, V. salvator. Boophilus microplus was parasitic on Bos 
sp., Bubalus bubalis. Rhipicephalus (Rh.) Haemaphysaloides only was parasitic on 
Canis familiaris, Rhipicephalus (Rh.) Sanguineus was parasitic on Canis familiaris, Bos 
sp., Felis domestica. 
3.1.3.2. Distribution of ticks at survey sites in Mekong Delta region in 2015 - 2016 
 

 
 
 
 

 
 

 

 

 

 

 

 

 
 
 

Figure 1. Distribution diagram of ticks at 8 survey sites (2015 - 2016) 
Two tick species parasites on dogs were Rh. (Rh.) haemaphysaloides and Rh. 

(Rh.) sanguineus which were distributed in all survey sites; B. microplus parasite 
mainly buffaloes, cows which was distributed in 7 points. Ap. crassipes was distributed 
at 3 sites, Ap. gervaisi was distributed in 4 survey sites; Argas sp. and I. (I.) granulatus 
were distributed only in one survey site. 

3.2. Presence of pathogen on ticks in the Mekong delta region in 
2015 - 2016 

https://vi.wikipedia.org/wiki/B%C3%B2_nh%C3%A0
https://vi.wikipedia.org/wiki/B%C3%B2_nh%C3%A0
https://vi.wikipedia.org/wiki/B%C3%B2_nh%C3%A0
https://vi.wikipedia.org/wiki/B%C3%B2_nh%C3%A0


472 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Analysis of 299 ticks sample (each sample contains 1 – 5 individuals) to 
determine the presence of Rickettsiaceae, resulted in the following: ticks collected in 
the Mekong delta region which had infection rate of Rickettsia spp. 1.00 %. Of which 
only 3/153 samples of  Rh. (Rh.) sanguineus infected Rickettsia spp. with infection rate 
1.96%. there was no positive sample for Orientia tsutsugamushi. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 2. Distribution diagrams of Rickettsia spp. on ticks in the study region 
Three positive ticks sample with DNA of Rickettsia spp. Which were Rh. (Rh.) 

sanguinues. They were found at three sites: Tinh Bien district, An Giang province in 
July 2015; Thanh Phu district, Ben Tre province in July 2015 and Lang Sen wetland 
reserve, Long An province in April 2016.  

These 3 positive ticks sample which are parasitic in domesticated dogs (Canis 
familiaris). 

4. Discussion 

4.1. Species composition of ticks in the Mekong delta region in 2015 – 
2016 
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The species compsition of ticks (Ixodoidea) was discovered in the Mekong delta 
region of 2 families, 5 genus, 7 species. Tick species composition were collected in 
2015 – 2016 in study region which are higher than tick species compositon in other 
areas such as Quang Binh and Ha Tinh (Nguyen Van Chau, 2005) collected 3 ticks 
species [3]. Quang Nam and Kon Tum (Nguyen Van Chau, 2004) collected 4 tick 
species [4]. Con Dao (Vu Duc Chinh, 2006) collected 6 ticks species. Cat Tien National 
Park (Ho Dinh Trung, 2006) collected 4 ticks species [5]. 

However, ticks species composition in the the Mekong delta region which are 
less than that of the study of Khamsing Vongphayloth et al., (2016), First survey of the 
hard tick (Acari: Ixodidae) fauna of Nakai District, Khammouane Province, Laos, and 
an updated checklist of the ticks of Laos. As result, 11 species, 5 genera: Amblyomma 
testudinarium, Dermacentor auratus, D. steini, Haemaphysalis colasbelcouri, H. 
hystricis, Haemaphysalis sp. (Similar to H. aborensis), Haemaphysalis sp. (Similar to 
H. darjeeling), Haemaphysalis sp. (Similar to H. lagrangei), Haemaphysalis spp., 
Rhipicephalus haemaphysaloides, R. (Boophilus) microplus were collected [6]; 
Telleasha L. Greay and at el, (2016), A survey of ticks (Acari: Ixodidae) of companion 
animals in Australia. A total of 4,765 individual of 11 tick species: Haemathysalis 
triglycerides, Haemaphysalis bancrofti, Haemaphysalis longicornis, Ixodes cornuatus, 
Ixodes myrmecobii, Ixodes hirsti, Ixodes holocyclus, Ixodes tasmani, Rhipicephalus 
australis, Rhipicephalus sanguineus, Bothriocroton sp. [7]. 

 
4.2. Distribution of ticks in the Mekong delta region in 2015 – 2016 

Distribution of ticks (Ixodoidea) on host: The host of ticks were mainly raising 
animals, reptiles. Generally in the Mekong delta region, dogs were the main host of Rh. 
(Rh.) sanguineus and Rh. (Rh.) haemaphysaloides; Cow were the main host of B. 
microplus. Distribution of ticks (Ixodoidea) at survey sites: Phu Quoc had  the highest 
composition species with 6 loài, in Tinh Bien was 5 species, U Minh Ha and U Minh 
Thuong were 4 species. Lung Ngoc Hoang, Lang Sen were 4 species, the lowest 
composition species was Thanh Phu with 3 species and Ninh Kieu 2 species. 

Compared with previous studies, we recorded additional for Mekong delta 
region 1 soft ticks speciec of Argas sp. and 3 hard tick species of Ixodes (I.) granulatus, 
Aponomma crassipes, Aponomma gervaisi. According to Phan Trong Cung et al. 
(2001), the distribution of Ixodoidea in Vietnam such as: there were 6 tick genus 
appearance in all regions (Amblyomma, Aponomma, Boophilus, Haemaphysalis , 
Ixodes and Rhipicephalus) with varying amounts. Dermacentor genus were not present 
in delta areas. Hyalomma genus were found only in Central - South and South-West 
Central. The Argas genus were only found in the northern delta but we discovered 
Argas sp. on the bat at Lang Sen – Long An province; For Ixodes, there were two 
species, Ixodes (I) granulatus distributed in Quang Ninh, Thai Nguyen, Bac Giang, Gia 



474 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Lai, Dak Lak, Binh Phuoc, Lam Dong and Ixodes (Af.) pilosus in Thai Nguyen [8]. 
However, species of Ixodes (I) granulatus was found in the Phu Quoc Island – Kien 
Giang province and this tick species parasites on dogs; Aponomma had 2 species, Ap. 
crassipes was distributed in Quang Ninh, Cao Bang, Tuyen Quang, Thai Nguyen and 
Ap. gervaisi was distributed in Quang Ninh, Tuyen Quang, Bac Giang, Ha Tinh and 
parasites on the python, turtles, buffalo, dogs. Species of Ap. crassipes, Ap. gervaisi 
were found at the Lung Ngoc Hoang, U Minh Ha and U Minh Thuong, Phu Quoc, Tinh 
Bien. 

4.3. Pathogen presence on ticks in the Mekong delta region in 2015 - 
2016 

A total of 299 tick samples (1,457 individuals) were determined Rickettsia spp 
and O. tsutsugamushi by PCR. Only three samples were positive for Rickettsia spp. and 
there were no samples which were positive for DNA of O. tsutsugamushi. These three 
tick samples which were Rhipicephalus sanguineus species, the remaining tick species 
were negative. Thus, the ticks samples number were positive with Rickettsia spp. per  
tick samples total which were tested in the South West region (collected from July - 
October 2015 and March - April 2016) that was 1.00% and the samples of Rh. 
sanguineus were infection of Rickettsia spp. for 1.96%. In three ticks samples for DNA 
of Rickettsia spp. positive, a sample was collected at the Tinh Bien in July 2015, one at 
Thanh Phu in September 2015 and one at Lang Sen in April 2016. The hosts for the 
three DNA of Rickettsia spp. positive samples which were dogs (Figure 2). The tick 
rate of Rickettsia spp. infection in this study was much lower than in orther studies. 
Márquez (2008). The rate of Rhipicephalus sanguineus ticks in the South West of Spain 
which were infected rickettsia for 18% [2]. Fatma Khrouf (2013), Detected Rickettsia 
in Rh. sanguineus in southeastern of Tunisia for 37.4% [9]. Meng Zhang (2013) 
Determined the presence of O. tsutsugamushi, of which 2/13 tick samples was positive 
for O. tsutsugamushi in Shandong Province, China [10]. 

5. Conclusions 
The species composition of ticks (Ixodoidea) in the Mekong delta region in 

2015-2016 includes 2 families, 5 genus, 7 species: Argas sp., Aponomma crassipes, 
Aponomma gervaisi, Boophylus microplus, Ixodes (Ixodes) granulatus, Rhipicephalus 
(Rhipicephalus) haemaphysaloides, Rh. (Rh.) sanguineus. The dominant tick species 
were Rh. (Rh.) sanguineus and B. microplus. 

Distribution of ticks in region: Ticks were mainly parasitic on dogs and cows. 
There were 3 ticks species of B. microplus, Rh. (Rh.) sanguineus, Rh. (Rh.) 
haemaphysaloides which were widely distributed (from 6-8 sites), the remaining 
species distributed from 1 to 5 survey sites. 
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The sample number of ticks infected Rickettsia spp. which was 1.00% (3/299 
samples), in which the percentage of Rh. (Rh.) sanguineus samples infected Rickettsia spp. 
which was 1.96% (3/153 samples).  No ticks samples (0/299 samples) were postive with 
Orientia tsutsugamushi. 
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Figure 3. The first record of ticks species in the Mekong delta region  
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Abstract. Moisturizing ability makes hydrogel wound dressing the optimal 
treatment for dry wound, but this feature also creates a convenient environment 
for proliferation of microorganisms. The loading of silver nanoparticles (AgNPs), 
which exhibit wide-spectrum antimicrobial activity, into the wound dressing 
helps counter this problem. However, a hydrogel matrix with suitable properties 
is required to maintain the size and activity of AgNPs as well as control their 
release kinetic. Here this research formulated hydrogel composites from 
polyvinyl alcohol (PVA) and chitosan (Cs) loading with AgNPs and initially 
examined their qualities. Microwave irradiation was used to synthesize AgNPs 
by reducing silver nitrate and crosslink PVA with Cs. Based on its sensitive 
crosslinking behavior, the concentration of PVA was varied in the composition 
to investigate its effect on the characteristics of the hydrogels. Fourier transform 
infrared (FT-IR) spectroscopy and thermogravimetric analysis (TGA) were 
performed to observe the interaction between the components of the hydrogels 
and the change in thermal property of the hydrogels caused by this variation. 
Keywords: polyvinyl alcohol, silver nanoparticles, chitosan, hydrogel, wound 
dressing 

1 Introduction 

Wound dressings play a key role in wound healing process due to their ability to 
preserve moisture at the wound site and protect the wound against pathogens [1]. Thus, 
hydrogel, typically a network of three-dimensional cross-linked polymers which retains 
large amount of water, is recommended for dry or minimally exudative wounds [2]. 
However, a moist environment is also favorable for bacterial invasion and proliferation 
so hydrogel dressing is preferred to have decent and prolonged antibacterial activity 
[3].  

In avoidance of antibiotic usage, silver nanoparticles (AgNPs) are proposed as a 
suitable agent to be loaded into hydrogel dressing to offer antibacterial and anti-
inflammatory activity. Their antibacterial efficacy is sufficient even with low 
concentration due to their high surface area to volume ratio [4] . Moreover, the effective 
duration of AgNPs is extended since they can release silver ions, which maintain the 
antibacterial efficacy of the agent with similar but not fully-understood mechanisms. 

mailto:nthiep@hcmiu.edu.vn
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AgNPs have also been reported to have a wide antimicrobial effect on virus, fungi and 
antibiotic-resistance bacteria [5]. Among various physical or chemical methods used to 
synthesize AgNPs, the microwave irradiation synthetic method applied on silver nitrate 
solution were known to be safe, do not required toxic chemical and highly effective. 
However, the nanoparticles synthesized by this procedure are unable to maintain their 
shape and size in solution due to rapid oxidation and aggregation tendency, which can 
mitigate their antibacterial activity [6]. Therefore, the encapsulation by a carrying 
matrix is required to maintain the size and activity of AgNPS as well as control the 
release kinetic of silver ions.  

Between a variety of polymers suitable for biomedical application, chitosan (Cs) and 
polyvinyl alcohol (PVA) are promising hydrogel-forming and capping agents. Their 
combination allows the fabrication of composite hydrogels with antimicrobial activity, 
biocompatibility and biodegradability provided by Cs [7], as well as the mechanical 
strength and thermal stability of synthetic PVA [8]. The characteristics of this mixture 
can be further improved using microwave irradiation, which can crosslink PVA and Cs 
without any chemical agent [9]. However, PVA exhibits thermal-sensitive, radiation-
sensitive crosslinking behavior which can destabilize its properties and its interaction 
with Cs.  

Thus, the variation of PVA concentration can produce significant changes in the 
thermal properties and chemical interaction of PVA-Cs mixture together with its silver-
stabilizing ability. This work investigated the effect of such variation on PVA loading 
AgNPs (PA) hydrogel and PVA-Cs loading AgNPs (PCA) hydrogel which were 
fabricated using microwave irradiation. The hydrogels were examined by Fourier 
transform infrared (FT-IR) spectroscopy and thermogravimetric analysis (TGA) to 
observe the interaction between their components and the change in thermal property 
of the hydrogels.  

2 Materials and Methods 

2.1 Materials 

Polyvinyl alcohol (hydrolysis degree of 99.0 - 99.8%) and chitosan (from shrimp shells, 
 75 % deacetylated) were purchased from Sigma Aldrich, USA. Acetic acid and silver 
nitrate were purchased from Xilong Chemical Co., Ltd (China). Deionized water (DI) 
was used as the solvent in all experiments. 

2.2 Methods 

Synthesis of PA hydrogels and PCA hydrogels. Chitosan solution (2% w/v) was 
prepared by dissolving and continuously stirring Cs in diluted acetic acid solution (2% 
v/v) for 24 h at room temperature. PVA solutions (6% w/v, 8% w/v and 10% w/v) were 
prepared by dissolving PVA in deionized water at 90oC for 4 h. Silver nitrate was 
dissolved in deionized water in dark room to create silver nitrate solution (1% w/v). 
Each of PVA solutions were blended and stirred for 30 minutes with silver nitrate 
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solution (1% w/v) to create solution with silver concentration of 120 ppm. Then, each 
of the solutions was poured into a separate beaker and irradiated in microwave 
(Whirlpool, China) at 800W for 90 seconds to create PA solutions. Immediately after 
the treatment, Cs solution was blended with PA solutions with the v/v ratio of 1:1 to 
create PCA hydrogels with silver concentrations of 60 ppm. All sample compositions 
were showed in Table 1. 

Table 36. The compositions of the fabricated hydrogel samples. 

Sample Polyvinyl alcohol 

(%w/v) 

Chitosan 

(%w/v) 

AgNO3 

(ppm) 

P6AG120 6 0 120 

P8AG120 8 0 120 

P10AG120 10 0 120 

P6C2AG60 6 2 60 

P8C2AG60 8 2 60 

P10C2AG60 10 2 60 

Fourier transform infrared (FTIR) spectroscopy. FT-IR spectra of hydrogels 
were examined using a FT-IR spectrometer (Tensor 27, Bruker, USA) with wave 
number from 500 - 4000 cm-1. 

Thermogravimetric analysis. TGA profile of the hydrogels was acquired by TA 
Instrument – Series Q500. The analyses were performed on specimens of 7- 10 mg at 
10oC/min from 30oC to 900oC, in a nitrogen flow rate of 60 ml/ min. 

3 Results and Discussion 

3.1 FT-IR analyses 

FTIR spectra of the PA and PCA hydrogels were obtained to examine their chemical 
functional groups and the interaction between PVA and Cs after microwave treatment. 
Fig. 1 illustrates the FTIR spectra of three PA hydrogel samples: P6AG120, P8AG120 
and P10AG120. Similar absorption bands at 3452, 2952, 1427 and 1082 cm-1, which 
are assigned respectively to O-H stretching, C-H stretching, C-H bending and C-O 
stretching, were observed in all spectra [10,11]. Moreover, a peak was observed at 1644 
cm-1 which can be attributed to both -CH2- bending and C=O stretching [11]. The 
existence of these usual peaks suggests that there is no evidence of PVA degradation 
due to microwave irradiation, but the oxidation changing hydroxyl groups into aldehyde 
groups may have occurred.  In addition, the absorption of P10AG120 was notably more 
intense than which of P6AG120 and P8AG120. We attribute this change to the increase 
of crosslink density of the polymer induced by the increase of PVA concentration. 
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Fig. 122. FTIR spectra of P6AG120, P8AG120 and P10AG120. 

In Fig. 2, the absorption bands in the spectra of PCA hydrogels indicated the 
occurred changes when PA hydrogel was blended with Cs. Beside absorption bands 
similar to FT-IR spectra of PA samples, all the PCA hydrogels exhibited new peaks 
around 896 and 1160 cm-1 expressing polysaccharide structure of Cs. Furthermore, the 
broadening of the region around 3444 cm-1 can be attributed to the presence of hydrogen 
bonds between hydroxyl groups of PVA and amine groups of Cs causing O-H/N-H 
stretching [12]. In the spectra of P10C2AG60, an additional peak was identified at 1568 
cm-1. This peak was unobservable in the profile of the other two samples and it is 
strongly associated with amide II group [13]. Thus, the appearance of this peak may 
suggest the interaction between amine group of Cs and the newly formed aldehyde 
group of PVA to form covalent bonds through Schiff base linkage. The notation that 
this peak was only detected in the latter sample may also indicate that the PVA 
concentration of 10% is critical to initiate this reaction.  

Expectedly, the absorption of P10C2AG60 was significantly higher than which of 
P6C2AG60 and P8C2AG60. This can be attributed to the higher crosslink density of 
P10C2AG60 compare to which of P6C2AG60 and P8C2AG60. Thus, it can be inferred 
that intermolecular interactions between Cs and PVA increase steeply at the PVA 
concentration of 10 % w/v. Additionally, previous study supported that the silver ion 
and electron rich groups of -NH2 and -OH formed coordination bond in the PCA matrix, 
contributing later to the immobilization of AgNPs [14]. Hence, it is concluded that 
P10C2AG60 is a desired formulation with high crosslinking density which can 
positively affect in situ formation and immobilization of AgNPs.  
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Fig. 123. FTIR spectra of P6C2AG60, P8C2AG60 and P10C2AG60. 

3.2 Thermogravimetric analyses 

Table 37. Summary of the thermogravimetric analysis of PA hydrogels (P6AG120, P8AG120 
and P10AG120) and PCA hydrogels (P6C2AG60, P8C2AG60 and P10C2AG60). 

Temperature 
(0C) 

Weight loss (%) 
P6AG120 P8AG120 P10AG120 P6C2AG60 P8C2AG60 P10C2AG60 

100 6 6 6 5 3 5 
150 7 5.6 10 9 7 9 
200 6 7 10 11 9 13 
250 12 12 15 23 17 19 
300 23 23 16 46 34 34 
350 48 48 45 58 50 51 
400 64 64 63 67 65 61 
450 100 100 81 98 96 80 
500 100 100 100 100 100 100 

 
The thermogravimetric analysis was employed to evaluate the thermal stability of PCA 
hydrogels. Figure 5 shows two main weight-loss stages due to loss of volatile substance 
and hydrogel degradation. The first stage of weight-loss was occurred in the 
temperature range from 35oC to 150OC due to the evaporation of absorbed water and 
residual acetic acid [15]. In this temperature range, there was no significant difference 
in the weight lost between all samples. The second weight-loss stage occurred from 
250oC indicated the decomposition of hydrogels. Furthermore, the weight loss at 
350oC- 400oC indicated the dehydration of the saccharide rings and the 
depolymerization of the acetylated and deacetylated units of polymers whereas the loss 
at 400oC- 500oC was attributed to the degradation of the PVA derivatives during their 
thermal degradation [16]. 
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 As expected, the result showed that the decomposition of P10C2AG60 in this range 
was slower than which of P8C2AG60 and P6C2AG60. The sample with 6% and 8% 
PVA concentration reached completed decomposition at 430oC and 435oC, respectively 
whereas this temperature for P10C2AG60, 460oC, was notably higher. It is inferred that 
P10C2AG60 was the most thermally-stable matrix among the fabricated samples. 
However, to determine whether this trait is preferable in wound dressing application or 
not, further investigations on biocompatibility and bioactivity of the hydrogels are 
necessary. 

 
Fig. 124. The TGA thermograms of P6C2AG60, P8C2AG60 and P10C2AG60 with different 
weight- loss at two stages. 

4 Conclusion 

In this study, the effect of PVA concentration on chemical composition and thermal 
stability of PA and PCA hydrogels was investigated to determine the suitable matrix 
for AgNPs loading and stabilization. The results of FT-IR suggest the formation of 
hydrogen bonds and covalent bonds between PVA and Cs, which induced an elevated 
crosslink density along with the increase in PVA concentration. A sharp rise of these 
intermolecular interactions in PCA hydrogel with 10% PVA w/v was observed. Thus, 
TGA analyses indicate that P10C2AG60 provided the highest thermal stability, which 
can be favorable in immobilization of AgNPs. Nevertheless, further tests need to be 
conducted to examine the effect of these changes on the biological performance of this 
type of hydrogel system, specifically in wound dressing application. 
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Abstract. The drugs such as Insulin and Paclitaxel were encapsulated in 
Polycaprolactone (PCL) by electrospraying method. Some fabricated factors 
which influenced the morphology of PCL microparticles were investigated. 
Electrospraying is an effective and approachable method to produce considerable 
solid drug-loaded microparticles for drug delivery system. Using the Scanning 
electron microscopy to observe the morphology and size of particles and Thermal 
Analysis evaluated the compatibility of drug and polymer matrix. The toxicity of 
products was determined by checking the existence of solvent inside the 
electrosprayed particles. The results showed that the drug-loaded microspheres 
were fabricated at 15-20% drug (w/w), 4.5% PCL in Dichloromethane. Besides, 
the hydrophobic drug (Paclitaxel) had a good compatibility with PCL matrix, 
therefore, the surface of particles was smoother.  In case of Insulin, it and PCL 
created a suspension and consequently generated the undesirable morphology 
with holes and wrinkled surfaces. The drug-loaded microparticles didn’t contain 
toxic solvent so that it can be applied in pharmacy. 
Keywords: electrospraying, drug-loaded particles, Polycaprolactone, insulin, 
Paclitaxel. 

1 Introduction 

Electrospraying is an efficient method to fabricate solid drug-loaded microparticles in 
drug carrier system over the conventional treatment due to some advantages such as 
macromolecules high penetration, high loading capacity, simple process, and ability for 
encapsulating both hydrophobic and hydrophilic drug [1-3]. Besides some drug 
delivery systems such as liposome, micro-emulsion, solvent evaporation, hydrogel, 
spray drying, layer by layer, etc…, the electrospraying technique fabricated solid 
micro(nano)particles has been studying to lengthen the release time of drug or protein; 
increase safety and the patient compliances [4, 5]. Depend on the desirable degradation 
of the drug carrier and the release of drug from the polymer matrix, the sort of polymer 
would be chosen. Thank more ester groups on polymer backbone than PCL, Poly(lactic-
co-glycolic)acid (PLGA) and Polylactic acid (PLA) are suitable for short-term drug 
release while PCL microparticles are suitable for long-term release system [1, 2, 6]. In 
previous studies, PLGA and PLA encapsulated some hydrophilic drugs (Salbutamol 
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sulfate, Bovine serum albumin, oestradiol, etc…) and hydrophobic drugs 
(Beclomethasone dipropionate, Paclitaxel, Celecoxib) [7-10]. In case of PCL, a 
hydrophobic polymer, it combined with Paclitaxel (PTX) to form the PTX-loaded PCL 
microparticles for the brain tumor treatment [9, 10]. Besides PTX, some kind of drug 
was encapsulated with PCL such as β- Oestradiol, Bovine serum albumin (BSA) [11, 
12]. In this research, the insulin-loaded PCL microparticles were fabricated and 
compared with PTX-loaded PCL particles about the morphology, compatibility of 
polymer and drug. 

2 Materials and Methodology 

2.1 Materials.  
Polycaprolactone (PCL) (Mw = 75 – 90 kDa), PTX and Insulin (Human recombinant) 
were purchased from Sigma-Aldrich, UK. Dichloromethane (DCM) was used as an 
organic solvent and supplied by Prolabo, France, 99% purified. 
2.2 Fabrication drug-loaded polycaprolactone by electrospraying.  
The polymer solution was prepared by dissolving PCL in DCM at room temperature 
for 1.5 hours. Then, the drug (insulin or PTX) was added to PCL solution and stir for 1 
hour. Next, they were filled in a 10 ml glass syringe with a flat stainless steel needle on 
top (Gauge 20G). Next, this syringe was placed in a Micropump Top–5300 (Japan) with 
adjustable flow rate. Finally, the solid drug-loaded PCL particles were collected in 
aluminum foil thanks to the solvent evaporation and Coulomb fission when the 
electrospraying happened.  
2.3 Methods.  
Scanning Electron Microscopy (SEM), Hitachi S4800-Japan, was used to determine the 
morphology of drug-loaded microparticles. The accelerating voltage of SEM was set at 
5 kV during scanning. The DCM solvent in the drug-loaded particles was detected by 
Gas Chromatography - Mass Spectrometry (GC-MS), GC 7890A/5975C MS detector 
(Agilent Technology, US) and equipped with a non-polar column DB-5 (Agilent 
Technology, US). The detector was operated in electron impact ionization mode 
(electron energy 70eV). The injection port was operated in split mode 1:10, Helium 
(99.99% purity) was used as a carrier gas, 280oC. The column temperature was kept at 
50oC for 3 min, increasing at 10oC/min to 150oC.  
The Differential scanning calorimetry (DSC) spectrum (NETZSCH DSC 204F1 
Phoenix - Germany) evaluated the interaction of drug and PCL. The temperature was 
increased gradually from 30oC to 250oC, with step 5oC/ min, in the Nitrogen 
environment. 

3 Results and discussion  

3.1 Effect of PCL concentration and flow rate on the morphology of the PTX-
loaded and insulin-loaded PCL particles.  
Polymer concentration and flow rate are main factors influence the morphology of the 
PCL particles. The high number of chain entanglements can be created by high polymer 
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concentration or low flow rate due to increasing the density of polymer chains in the 
electrospray droplets [1].  
With high chain entanglements in solution, the heterogeneous morphology of PTX-
loaded PCL particles such as tapered particles, beaded fibers and spheres were 
generated (fig. 1a). Whereas, lower PCL concentration (4.2%) and higher flow rate (1.3 
mL/h) created homogeneous spheres (fig. 1b and c) although their size was different.  

 
Fig. 125. SEM images of 15% PTX-loaded PCL particles; (a) 4.5% PCL, 1.2 mL/h; (b) 
4.2 % PCL, 1.2 mL/h; (c) 4.2 % PCL, 1.3 mL/h (voltage 18 kV, collecting distance 21 
cm)  
In case the insulin-loaded particles, lower PCL concentration (4.5%) created the hollow 
and corrugated particles (fig. 2a and b) while 4.75% PCL generated microspheres (fig. 
2c). Moreover, the microparticles were deformed and sticky on the collector due to the 
presence of the solvent in the particles at a high flow rate (fig. 1c and fig. 2b and c). 

 
Fig. 126. SEM images of 20% insulin-loaded particles: (a) 4.5% PCL, 1 mL/h; (b) 4.5% 
PCL, 1.2 mL/h; (c) 4.75% PCL, 1.2 mL/h (voltage 18 kV, collecting distance 21 cm) 
3.2 Fabrication drug-loaded PCL particles by electrospraying.  
The results indicated that the nature of drug impact on the distribution of drug inside 
the polymer matrix and the particles’ morphology. The hydrophobic drug (PTX) was 
compatible effectively with PCL, the hydrophobic polymer, therefore small molecule 
of PTX could fill the hollow and pore inside the microparticles [9]. The PTX-loaded 
particles were dense microspheres with smoother surfaces (fig. 3b). In case of a 
hydrophilic drug, insulin was suspended in PCL solution due to insolubility and 
incompatibility with polymer. Therefore, the sedimentation and the migration of drug 
on and near the surface particles were formed during spraying. Fig. 3c showed that the 
morphology of the insulin-loaded particles was irregularly corrugated and aggregated. 
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Fig. 3. SEM micrograph of drug-loaded PCL microparticles; 4.5% PCL in DCM, applied voltage 
18 kV, gauge 20G, collecting distance 21 cm, flow rate 1.2 ml/h with (a) no drug, (b) 15% PTX 
in PCL particles and (c)15% insulin in PCL particles (w/w). 

3.3 Evaluate the properties of electrosprayed drug-loaded PCL microparticles.  
According to the results of GC-MS, the DCM solvent cannot be detected in the drug-
loaded PCL microparticles due to the completed solvent evaporation (fig.4). Therefore, 
the drug-loaded particles are non-toxic and safe in drug delivery system application. 

 
Fig. 4. The GC-MS spectrum of detecting DCM  in PCL particles  

The DSC Thermogram showed that the melting transition peak of Paclitaxel (180-
250oC) [9] was indistinct, as a result of the PTX is well dispersed and compatible in the 
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PCL matrix. While insulin wasn’t integrated with Polymer, therefore, the melting 
transition peak of Insulin (200-220oC) was detected (fig.5). 

 
Fig. 5. DSC thermogram of electrosprayed drug-loaded PCL particles (drug: insulin and PTX) 

4 CONCLUSION 

The homogeneous drug-loaded microspheres can be generated by tailoring the 
electrosprayed parameters such as PCL concentration and flow rate. Besides, PCL can 
combine both hydrophobic drug (PTX) and hydrophilic drug (insulin) and create the 
drug-loaded particles. They don’t contain the toxic solvent (DCM) after drying so that 
they can be applied to drug carrier system. 
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Abstract. For dental implant, Titanium abutments were statically reported 
failure of long-term implantation related to soft tissue defects, unpredictable 
esthetic outcome and bacterial leakage by positioning failure. Recently, a 
dominant influence of the surface modification for the soft tissue integration at 
the Titanium implant tissue interface has found in a lot of experimental studies. 
The purpose of present study is evaluation of fibroblast cell behaviors on different 
modified Titanium surface including Titanium (Ti) alloys, Titanium dioxide 
(TiO2) and Ti modified with Collagen type I (TiCol-1) at various time intervals 
of cell culturing.  Titanium plates were treated with NaOH and Collagen type I 
(Col-1) deposition in 2 different patterns. Polished and sand-blasted titanium 
plates were used as control group. Specimen surface properties were determined 
using scanning electron microscopy (SEM). Fibroblast cell behavior on modified 
surfaces was analyzed by SEM images for cell adhesion, viability, proliferation. 
The results suggested that modified Ti surfaces had significant affect the viability 
of fibroblast cells and improved adhesion was measured in Col-1 modification 
groups after 1 hour and 1 day. Proliferation study showed that the density of 
fibroblast cells after 3 days cultured on TiCol-1 was higher and comparable with 
that of other groups. As for cell membrane adhesion, cells grew after 5 days on 
Collagen modified surfaces also had higher expression as compared with titanium 
treated by NaOH. In conclusion, TiCol-1 surface seems to favor fibroblast 
adhesion. 
Keywords: Titanium, adhesion, proliferation, Collagen type I 

1 Introduction 

Considerable effort in dental implants is currently being devoted to the design, 
synthesis and fabrication of biomaterials in order to obtain a long-term secure anchoring 
and provide retention for a fixed or removable prosthesis. Meanwhile, previous studies 
have mainly focused on enhancing the oseointegration of biomaterials implant, the 
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dental implant failure come from the loss of soft tissue support in abutment. The soft 
tissue defects often happen with the volume loss of soft tissue or connective tissue 
detachment around the implant abutment leads to dislocation and imbalance of dental 
implant. The soft tissue around the implant, peri-implant mucosa, is similar in many 
ways to the Gingiva found around the tooth. The peri-implant tissue has important 
clinical implications that not only contribute to the anchorage of the tooth in the jaw, 
but also defend against foreign invaders at the interface between the teeth and the soft 
tissues and stabilize the tooth position. Thus, the need for establishment of a dense 
connective tissue around the implant abutment and supports the latter in the task of 
mucosa attachment is therefore becoming an increasing concern. 

Titanium and its alloys have been widely discussed as a popularly metallic materials 
used for implantation thanks to its biocompatibility and excellent resistance. Ti is a 
proven material with attractive mechanical properties to replace missing teeth and to 
repair fractured bone and joints. Even though Ti’s bio-inert property is a positive factor 
to prevent the rejection of implant from the body immonogenesis, it simultaneously 
hinders a weak cell-implant interaction between the gingival fibroblast, lack of 
connective tissue support resulting in formation of a gap between abutments, hence, it 
is required to remove such implants [1-3].  

Up to now, considerable effort to modify Ti surface with various types of 
biomaterials using different methods to restrict its bio-inert property[4], enhance the 
soft tissue integration and avoid its failure in implantation as mentioned above. In fact, 
Type I Collagen is the dominating type found in dense gingival fiber apparatus not only 
attaches the gingiva to the root cementum and the alveolar bone but also provides the 
rigidity and resistance of the gingiva[5]. Collagen type I is also a promising candidate 
for surface immobilization, regulating various aspects of cell behaviors, such as 
controlling cell migration and attachment by interacting integrin located on cell 
membrane[6]. The supposition is that the addition of Col-1 to a dental implant surface 
may similarly enhance its barrier capability and reduce the failure rate.  

Besides the method using ECD method to obtain strong Collagen coating adhesion 
(under support of the bottom Ca-P layer) to Ti was reported the effective bone-implant 
interface [7]. Col-1 also functions as a component of gingival fibroblast's extracellular 
matrix [8, 9] while ECD is an optimal choice for Col-1 modification on Ti (without the 
existence of Calcium and phosphate ions) in respect to the fibroblast adhesion and soft 
tissue attachment. At previous study, Ti surface was successfully optimized using Col-
1 by electrochemical deposition method[10]. TiCol-1 surface was proven for higher 
expression of fibroblast adhesion and proliferation compared with uncoated-Ti. The 
present studies have been concentrated giving facts from surface materials science and 
from biocompatibility testing to improve the cell behaviorson modified materials with 
either a bio-inert coating (TiO2) or a bio-interactive coating (Col-1). SEM images 
obtained from different Ti surfaces-cell culture was used to observe cell attachment and 
proliferation within 1hour, 1 day, 3 days and 5 days  The knowledge of these initial cell 
activities is important for studying and improving the biocompatibility of biomaterials. 
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2 Materials and Methods 

2.1 Preparation of Titanium samples modified different surfaces 
Polished and sand-blasted Titanium plates: Ti alloy 6AL-4V foil (BAOJI Energy 

Titanium CO., China) was cut in similar strips before being cleaned ultrasonically in 
ethanol 70° and distilled water by Elma Ultrasonic Cleaning machine.  

Titanium dioxide: Ti plates were then soaked in 4 M NaOH solution for 2 hours at 
90°C to produce sodium titanate hydrogel layer[11, 12]. 

Titanium modified Collagen type I: Bovine Type I Collagen Ligament purchased 
from Sigma Aldrich was dissolved in 5 M acetic acid (Xilong Chemical Co., Ltd.) to 
achieve Col-1 solutions 0.5 mg/ml, pH 5.5. Ti plate and Platinum (Pt) net acted as 
Cathode (-) and Anode (+) respectively. These two electrodes were placed opposite 
each other; at a distance of 15 mm; and in Col-1 solution. Time for ECD was set at 20 
minutes, the coated Ti plates were then rinsed with distilled water and dried at room 
temperature[10]. 

2.2 Characterization of the coating Ti/Col-1 
All samples were analyzed by using a scanning electron microscope (SEM, JEOL 

JSM-IT100) at 5 and 16 kV to observe the changed morphology on Ti surfaces 
investigated. The chosen magnification was 5000x.   

2.3 In vitro studies of fibroblast cell 
Cell maintenance: Cell culture studies were carried out using the mouse fibroblast 

L929 cell line, which was obtained from ATCC. The cells were maintained in culture 
flask containing DMEM media. Cells were dissociated using trypsin-EDTA (GIBCO), 
were then centrifuged and resuspended in medium. The culture medium was changed 
every two days. After sterilization, 2 samples of each group (Ti, TiO2, TiCol-1) were 
placed in 24-well plate and seeded with L929 fibroblast cells with 5 x 104 cells per well 
and incubated at 37°C. 

Sterilization: the samples including Ti, TiO2, and TiCol-1 were sterilized by UV for 
20 minutes and then in 70° ethanol for 20 minutes, finally rinsed with PBS.  

SEM observation: the samples after distinct incubation time (1 hour, 1 day, 3 days 
and 5 days) were washed with PBS, then fixed in 4 % glutaraldehyde within 20 minutes; 
and rinsed thoroughly with PBS before being dehydrated with ethanol at room 
temperature. Once being dried, the samples were observed under SEM at 5 and 16 kV, 
with magnifications of 1000x and 8000x. 

3 Results and Discussion 

3.1 Morphology observation 
To further examine the surface of the processed samples, SEM images of the Ti 

plates were captured at high magnification. Fig. 1a showed the native Ti alloy 6AL-4V 
foil plates were polished and sand-blasted at 5000x, respectively. Fig. 1b showed Ti 
surface after being soaked in 4 M NaOH solution for 2 hours at 90°C. A uniform TiO2 
layer with a nanoporours scale was successfully created by heat treatments. This 
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nanoporous, hydrophilic TiO2 surface was seem to be very thin and resulting to changes 
of surface properties such as energy conversion efficiency and adhesion resistance.In 
addition, rough porous surface of TiO2 layer can support the adhesion and stable 
adsorption of Collagen molecule[13]. This is a reason why we treated Ti plates with 
NaOH before electrochemically depositing Col-1. After coating Col-1 by EDC method, 
it can be seen that Ti plate was massively covered with uniform membrane of Collagen 
in Fig. 1c. The disappearance of nanopores created sodium titanate hydrogel layer 
became evidence for successfully modifying collagen on Ti surface. 

 
Figure 1. SEM images of Ti surface: (A). Ti, (B). TiO2 and (C). TiCol-1 by ECD 

(E = 2.0 V; t = 20 mins; d = 1.5cm; pH = 5.5) at 5000x (scale bar 5µm) 
3.2 Cell Attachment and Proliferation 
The SEM images of Titanium demonstrated cell adhesion of untreated Ti, TiO2 and 

TiCol-1 substrates after reseeding with L929 fibroblast in 1 hour, 1 day, 3 days and 5 
days. The morphologies of cell were different among three samples reflecting the 
compatibility of the substrate’s surfaces to the cell.  

The Ti sample was found to have the largest number of cell lying on surface after 1 
hour, but still kept spherical morphologies. Ti surface was started showing the 
appearance of filopodia from the fibroblast formed focal adhesions with the substrate 
and linked to it to the cell surface. After 1 day, filopodia-mediated cell spreading lead 
to dendritic cell shapes in the absence of typical lamellipodia-like membrane 
protrusions. Spreading rate of Ti sample increased and began to process of cell 
migration after passing 3 days. Following to 5 days, the number of fibroblasts 
significantly increased to form a plasma membrane attach on Ti disc. 

Simultaneously, it can be observed that the TiO2 layer seems to be not a promising 
substrates for cell attachment and proliferation. There are very few numbers of filopodia 
attach spherical cells in the first hour of substrate contact. After 1 day, fibroblast made 
effort to spread and began to change their morphology, however neither filopodia nor 
lamellipodia were identified from cell morphology, this suggested lower capacity of 
TiO2 in biological functions than TiCol-1 and Ti. As seeding cell took place for 3 days, 
the original associations between the fibroblast and the underlying TiO2 layer were lost 
although cell continued to spreading and interact with each other. Due to the relatively 
poor cell-material interaction of TiO2, Lamellipodia on cell-substrate interaction, 
ribbon-like flat cellular protrusions that are formed at the periphery of a moving or 
spreading cell, appeared interruption. 

Fibroblasts were seeded on the collagen matrix modified on Ti surface have been 
considered the most important parameters for altering cell activity. Adhesion to Col-1 
is accompanied by pronounced cell spreading and cell adhesion in the first hour. The 
actin-rich lamellipodium replaced the initial surface adherent filopodia contacts where 
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a full circumferential lamellipodum had occurred after the first step of cell–biomaterial 
interactions. The efficacy of this early phase significantly influenced the subsequent 
ability to adhesion and proliferation of fibroblast. Lamellipodial extension gave the 
assembly more stable and resistance to bend than single filaments of filopodia, and 
therefore drove fibroblast migration and supported a long extension of the plasma 
membrane[14, 15]. Within the first day, most fibroblasts completely spread and 
attached closely on Col-1 membrane. The proliferation and migration rates were 
observed to increase dramatically after 3 days and 5 days of culture with a starting 
similar number of seeded cells. A uniform plasma membrane under supporting Col-1 
was formed to massively cover Ti disc. It demonstrated that Col-1 providing the first 
important step for long-term survival and development of cell and tissue. 

 
Figure 2.SEM micrographs of L929 Fibroblast cell reseeded on Ti, TiO2 and TiCol-

1 after various time intervals of cell culturing (1 hour, 1 day, 3 days and 5 days) at 
magnification of 1000x (scale bar 10µm) and 8000x (scale bar 2µm).  

4 Conclusion 

The study initially evaluated fibroblast cell behaviors among Ti surface properties. 
While Titanium alloys surface allowed for fibroblast cell adhesion and proliferation, 
TiO2 layer were seem to inappropriate substrate for fibroblast attachment. The 
attendance of Col-1 on Ti plates provided the first support of cell–biomaterial 
interactions and promoted the speed of cell spreading and attachment on substrate. 
Simultaneously, the efficacy of this early phase set a milestone for the subsequent 
ability to proliferation and migration, as well as the formation of plasma membrane 
onto biomaterial interface. The knowledge of these initial cell activities is important for 
further study to improve the biocompatibility of biomaterials. 
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An efficient solution to secure embedded information in 

dicom images for telemedicine 

Tuan T. Nguyen, Luan M. Tran, Ngoc C. Nguyen, Thuong T. Le 

Ho Chi Minh City University of Technology, Ho Chi Minh City, Vietnam 
Abstract.: Digital Imaging and Communications in Medicine (DICOM) is an 
international data standard used worldwide to store and transmit various medical 
images. In addition to the image pixel data, DICOM files also consist of private 
information and other important information for a diagnosis. However, they are 
easily modified, and alterations are not detectable with current DICOM file 
format. Consequently, the security of this kind of data over the Internet arises 
more challenges. This paper presents an efficient solution to secure embedded 
information in DICOM images by exploiting different techniques of data 
encoding, encryption and watermarking. Firstly, the proposed method encodes 
personal information, encrypts it and then embeds it into the DICOM images by 
two secret keys to increase the security. After that, personal information is 
removed from the DICOM images. As a result, medical images are still handled 
in both normal mode and secure mode without leakage of personal information. 
Finally, the experimental results on different medical images demonstrate the 
imperceptibility, capacity and efficiency of the proposed design to discuss its use 
in telemedicine. 
Keywords: embedded information, encryption, watermarking, DICOM, 
telemedicine. 

1 INTRODUCTION 

The terminology “telemedicine” was defined as the delivery of healthcare services from 
a distance using information and communication technologies. These technologies have 
facilitated the exchange of digital data and images between patients and medical staff 
through remote connection devices [1]. Meanwhile, DICOM, which stands for Digital 
Imaging and Communications in Medicine, is a set of industrial standards progressing 
in the demand of connecting, storing, exchanging and printing medical images. Various 
modalities such as CT (Computed Tomography), MR (Magnetic Resonance), US (Ultra 
Sound), DX (Digital Radiography), and so on are accompanied by a table that meets 
the DICOM standards to clarify the service classes that these devices support. DICOM 
has gradually gained widespread acceptance in hospitals and clinics. Nowadays, the 
management of this standard system belongs to DICOM Standards Committee 
consisting of many large companies operating in manufacturing medical devices and 
health organizations in North America, Japan and Europe. DICOM is also ISO 
12052:2006 standard. 

A DICOM file is not only a type of image data but also contains information relating 
to patients and modalities that create the images. It has a .dcm extension and consists 
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of a number of information attributes with different data types and one special attribute 
containing image pixel data up to 65,536 (16 bits) grayscales for excellent image quality 
[2].  

The rapid progress of digital imaging technique and Internet brings convenience to 
remote medical treatment, diagnosis and academic exchange, and effectively solves the 
problem of uneven distribution of medical resources. However, the individualized 
medical information sharing over public networks may violate the privacy of the 
patient. In order to improve information security, many different kinds of solutions have 
been developed so far, but mostly for non-DICOM images. Hence, the paper focuses 
on information security in DICOM medical images. It means that the embedded image 
is still compatible with the DICOM standard. The rest of this paper is organized as 
follows. Literature review in various technologies used to maintain medical image 
security, such as encryption and watermarking is included in section II. In Section III, 
the new solution to secure embedded information in DICOM images is introduced and 
analyzed. Experimental results on various medical images to evaluate the 
imperceptibility, capacity and efficiency of the proposed method. Section IV 
summarizes and concludes the paper. 

2 LITERATURE REVIEW 

The patient information such as the patient’s name, age, sex, date of birth, 
identifications, and so on is formatted in some DICOM common tags, specifically in 
group “0010”. The data may or may not be displayed on the screen, but anyone can also 
extract this kind of private information from those tags when accessing to the DICOM 
file. A simple and easy method to secure the private information is converting and 
exporting the DICOM file into common image formats such as PNG (Portable Network 
Graphics), TIFF (Tagged Image File Format) or JPEG (Joint Photographic Experts 
Group). However, all additional information excluding image data from original 
DICOM file will be lost. Moreover, the quality of resulting image may be degraded 
significantly due to the limitation of bit depth or the lossy compression of these image 
formats. Another solution is removing or replacing all patient information with 
“anonymization”. It obtains the same quality of the resulting image due to keeping the 
DICOM format. However, the private information can still not reconstructed from the 
resulting image so that it is only suitable for training purposes [3].  

Therefore, some authors exploited the cryptography to obtain security with DICOM 
file such as Advanced Encryption Standard (AES). AES has a fixed block size, which 
has three levels of 128, 192 or 256 bits. It works on data managed in the form of 
matrices in the order of 4×4 byte principal column, called state. This technique is based 
on the combination of both substitutions and permutations as shown in Fig. 1, which 
has a great advantage in implementing both software and hardware [4].  
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Fig. 1. AES encryption and decryption algorithm. 

However, applying the encryption for whole DICOM file is not efficient because its 
size is extremely large. By contrast, the encryption solution for only the personal 
information in DICOM file may have the potential errors because the encrypted data 
may overlap with the control characters such as Patient Name (PN) tag and most 
DICOM patient information tags only support text characters as shown in Table 1. 
Moreover, the encrypted data is completely not protected after decryption and easy to 
be realized, thus it may be hacked or simply removed by attackers. 

Table 1. Several patient information attributes. 

Tag Name VR Character Repertoire Value 

(0010, 
0010) 

Patient 
Name PN excluding Control Characters LF, FF, and CR 64 chars 

maximum 

(0010, 
0020) Patient ID LO excluding Control Characters except for ESC 64 chars 

maximum 

(0010, 
0030) 

Patient’s 
Birth Date DA YYYYMMDD: "0"-"9" 8 bytes 

fixed 

(0010, 
0032) 

Patient’s 
Birth Time TM HHMMSS.FFFFFF: Uppercase characters, "0"-

"9", the SPACE character, and underscore "_" 
16 bytes 

maximum 

(0010, 
0040) 

Patient’s 
Sex CS Uppercase characters, "0"-"9", the SPACE 

character, and underscore "_" 
16 bytes 

maximum 
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To solve this problem, watermarking has recently been applied in the field of medicine 
for hiding information in medical image to increase usability. The advantage of 
watermarking technology is that it supports enhanced security, which cryptography 
simply can not meet the need for secure medical data. By using digital watermarking 
with invisibility characteristics, the patient information as the watermark is hidden in 
medical images in order to ensure the transmission security on the Internet, and thus 
plays a role in protecting patient privacy [5-7]. 

Usually, medical image watermarking is to use traditional watermarking techniques 
to embed patient information in spatial domain [8] or transform domain [9]. Due to their 
simplicity and high capacity, Least Significant Bit (LSB) algorithms are studied the 
most in watermarking [10]. However, these methods are not secured, because no 
encryption technique is used for embedding information in images. In order to improve 
the security, some solutions exploit a private key from a pseudo random number 
generator to determine the pixels used for embedding [11]. Unfortunately, most 
proposed methods are applied for non-DICOM images. To overcome the above issues, 
our research on design of a new solution to secure embedded information in DICOM 
images for telemedicine applications by exploiting different techniques of data 
encoding, encryption and watermarking. Especially, the resulting image is fully 
compatible with DICOM standard. 

3 PROPOSED METHOD 

The main steps of the proposed method for embedding personal information are 
presented below: 
 Step 1: Binary encoding personal information based DICOM data structure as 

shown in Table 2. It is implicit encoding where each data element consists of a tag 
that identifies the attribute, includes Group Number (2 bytes) and Element Number 
(2 bytes) and a Value Representation (VR) that describes the data type and format 
of the attribute value [2]. 

 Step 2: AES encryption of binary data from step 1 with a secret key as shown in 
Fig. 1. 

 Step 3: Insertion of encrypted data into original image through LSB planes by 
another key. The LSB bits of each pixel in original image are replaced by bitstream 
of encrypted data. In this way, the embedded image is obtained as shown in Table 
3. Finally, personal information is removed completely from the DICOM tags.    

 Correspondingly, the extraction process is also implemented in three main steps: 
 Step 1: Extraction of encrypted data from embedded image through LSB planes by 

the same embedded key. 
 Step 2: AES decryption of binary data from step 1 with the same secret key in 

encryption as shown in Fig. 1. 
 Step 3: Decoding personal information based DICOM data structure as shown in 

Table 2. 
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Table 2. Implicit VR encoding. 

Group Number Element Number Value length Value 

2-byte 2-byte 4-byte L L bytes 

Table 3. LSB watermarking algorithm. 

Original image 
(pixels) 

Bitstream of data Embedded image 
(pixels) 1 1 0 0 … 

   LSB         LSB 
… 1 0 1      … 1 0 1 
… 0 0 0      … 0 0 1 
… 1 1 1      … 1 1 0 
… 0 1 0      … 0 1 0 
… … … …      … … … … 

 
As a result, with our method, in the normal mode, any physician can also view the 
medical images with full support of DICOM standard without leakage of personal 
information, even if one key is known, while in the secure mode, the private information 
can be extracted and decoded only for  the user having the right to access a patient’s 
complete dataset.  

To measure the amount of visual quality degradation between original image x and 
embedded image s, this paper uses the mean squared error (MSE) and the peak signal-
to-noise ratio (PSNR), as shown in Eq. (1) and Eq. (2), where b is bit depth of original 
image with MxN size. These measures are popular because they are simple to implement 
and it is relatively suitable to design systems. 

 1 2( )
. 1 1

-
M N

s xij ijM N i j
MSE  

 

 s x  (19) 

 
2

10
(2 1)

10 log
b

PSNR
MSE


  (2) 

It is clear that a good watermarking technique should have high PSNR value and low 
MSE value. It can be derived that MSE metric only depends on the number of embedded 
LSB planes, while PSNR also depends on bit depth of original image. It means that with 
the same MSE, the larger bit depth of image is, the better the quality of image obtains. 
Fig. 2 shows the embedded images with different number of LSB planes corresponding 
with original CT image. Due to the effect of Human Visual System, the quality 
degradation of the embedded image is not perceptible in the case of using three LSB 
planes, somehow perceptible with four LSB planes and noticeable significantly for five 
LSB planes. Similaritily, the 3-LSBs embedded images corresponding with original 
images of US, DX and MR are shown in Fig. 3, Fig. 4 and Fig.5. From these results, it 
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can be derived that the PSNR should be more than around 37 dB in order to obtain the 
imperceptible embedded image. 

   
 Original image (8 bits) 5-LSBs embedded image (25.02 dB) 

   
 4-LSBs embedded image (32.43 dB) 3-LSBs embedded image (38.91 dB) 

Fig. 2. Original CT image and embedded images with different number of LSB planes. 

 

   
 Original image (8 bits) 3-LSBs embedded image (36.89 dB) 

Fig. 3. Original US image and 3-LSBs embedded image. 
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 Original image (8 bits) 3-LSBs embedded image (38.02 dB) 

Fig. 4. Original DX image and 3-LSBs embedded image. 
 

   
 Original image (8 bits) 3-LSBs embedded image (37.40 dB) 

Fig. 5. Original MR image and 3-LSBs embedded image. 

Table 4 shows theoretical values of PSNR versus bit depth of original image and the 
number of embedded LSB planes. From this table, the maximum number of LSB planes 
for embedding can be derived corresponding to different bit depth images in order to 
obtain imperceptible degradation. Moreover, with high capacity up to 1 bit per pixel 
(bpp) for each embedded LSB plane, our solution allows to secure a large amount of 
private information; in particular, we can embedded 98304 bytes of private information 
into the grayscale image with the size of 512x512 in the case of using three embedded 
LSB planes. When comparing between our solution for DICOM images and the 
algorithm in [10] for nature images, we obtain the same results of them about the quality 
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of embedded image and the capacity of embedded information. However, the security 
of their method is extremely weak due to using only inverse bit. Unlike them, our 
solution is supplemented the security property for embedded information by 
cryptography technique and fully compatible with DICOM standard, adapting to the 
requirements for the practice of telemedicine. 

Table 4. Theoretical values of PSNR (dB). 

Bit 
depth 

Number of embedded LSB planes 

1 2 3 4 5 6 7 8 9 10 11 

8 51.1 44.2 37.9         

10 63.2 56.2 50.0 43.9 37.7       

12 75.3 68.3 62.0 56.0 49.9 43.9 37.9     

16 99.3 92.4 86.1 80.1 74.0 68.0 62.0 56.0 49.9 43.9 37.9 

4 CONCLUSIONS 

Even though there are some disadvantages, DICOM is one of the most ambitious 
international standards for medical imaging archiving and exchanging and has proved 
to be a very helpful standard in telemedicine. However, when the patients’ medical 
images are transmitted through the network, interception and tampering of medical 
information become easier so that there is a risk of leakage of patient information. 
Hence, in this paper, we proposed an efficient solution to secure embedded private 
information in DICOM images to adapt to telemedicine. By the combination of 
encoding, encryption and watermarking, our method allows two-level security (one key 
for encryption and one key for watermarking), and lossless retrieval of the embedded 
information without the original image. As a result, in the normal mode, any physician 
can also view the medical images with full support of DICOM standard while in the 
secure mode, the private information can be extracted and decoded only for  the user 
having the right to access a patient’s complete dataset. In addition, the proposed 
solution not only improve information security but also obtained the high capacity and 
good imperceptibility with various DICOM images. The simulation results agree with 
the theoretical derivation.  
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Abstract. During the hemodialysis treatment, two needles, for drawing to 
dialyzer and for returning filtered blood to the body, respectively, will be inserted 
into an AV shunt. Occasionally, the blood leaking is occurred on the interface of 
needle and artificial fistula. This incident not only increased the risk of infection, 
it also caused many conflicts between patients and nurses. This paper presents a 
wireless alarm system that can detect the blood leaking and send the alarm signal 
to nurse station. The system is consisting of two optical blood detectors, an 
adjustable threshold comparator, a Wi-Fi embedded MCU, and an user-friendly 
management APP. The system continuously send green light on the gauze. When 
certain amount of blood pass though the gauze, the decreasing of reflection light 
would activate alarm event. A MS-Windows APP is installed on the nurse station. 
It monitors the front-end sensing devices and, upon receiving alarm signal, it pop-
up a warning dialog to remind medical staffs to take care of the event. The 
primary test shows the system can effectively provide early blood leaking 
detection and reduce the rate of aforementioned problems. 
Keywords: Wireless Alarm System, Hemodialysis, Blood Oozing. 

1 INTRODUCTION 

Due to renal failure or end-stage renal disease, there are 85 thousands patients who are 
suffered from regularly hemodialysis treatment in Taiwan. On hemodialysis 
preparation stage, patients will need to have a procedure to create a vascular access. 
The access create a way for blood to be removed from the body, and circulate through 
dialysis machine, where the body’s waste products are filtered, and then return to the 
body. A synthetic bridge graft is a quite common type of vascular access. A surgeon 
can use a flexible, rubber-like tube to create a path between an artery and vein, so called 
AV-shunt. The graft sits under the skin, so that the needles used for hemodialysis are 
placed into the graft material rather than the patient's own vein [1] [2].  
 

During the hemodialysis process, due to the unintentional arm movement, the blood 
bleeding often occurs at the interface between needles and graft. This incident not only 
increased the risk of infection [3][4], it also causes many conflicts between patients and 
nurses. It is desired to have an automatic blood leaking detection and alarm sys-tem so 
that the medical staff’s workload can de reduced and the incident can be prevented at 



507 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

early stage. The followings describe requirements, architecture, implementation, and 
results of the system. 

2 SYSTEM REUIREMENT AND ARCHITECTURER 
NTRODUCTION 

By reviewing the commercial available blood leaking detection products [5][6], we 
found that most devices are designed for patient aware-fashion, which is not suitable 
for centralized monitoring applications. After survey from medical staffs, a list of 
system requirements are: 

1. The device shall be able to monitor both arterial and vein needle-fistula 
interfaces. 

2. The device shall have clear indicators to show which end is blood oozing. 
3. The device shall provide switchable warning sound 
4.  The device shall transmit the sensing status wirelessly to nurse station. 

─  

 
Fig. 127. The block diagram of hemodialysis blood leaking detection device 

Based on the requirements, a blood leaking detection device was proposed as Figure 
1. Two photo Transceivers with Trans-Impedance Amplifier (TIA) are placed on 
arterial and vein sides for blood detection. The sensed signal with polling by an analog 
switch controlled by MCU. A voltage follower is  placed between the switch and 
ADC to perform impedance match.  A low-power MCU with built-in Wi-Fi 
communication is the heart of the device. 

 

       
Fig. 128. The NJL5310R, its block diagram and spectral response 
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3 MATERIAL AND SYSTEM IMPLEMENTATION 

3.1 Sensor: The compact surface mount type photo sensor, which is built in two green 
LED and a high sensitive photo diode, NJL5310R [7], is selected for the blood detection 
(Figure 2). This part is generally used for pulse rate detection. As seen on Figure 2, the 
peak wavelength of NJL5310R is 525nm, which makes it perfect for blood sensing. 
TIA: Each photo sensor will generate current, based on incident light intensity.  The 
current will convert to voltage by a high gain, high noise immunity Trans-Impedance 
Amplifier.  
MCU:  ESP8266EX, a Wi-Fi built-in Microcontroller is chosen as the main process 
unit, due to its compact size and low power consumption. The ESP8266 [8] is operated 
at 40MHz. It offers full TCP/IP stack. Its single-channel, 10-bit resolution Analog-to-
Digital Converter is suitable for photo sensing signal acquisition.  The 32KB flash 
memory is accommodated for most Internet of Things applications.  
Analog Switch: The proposed device has two photo sensing analog signals and one 
battery voltage-monitoring signal, whereas there is only one ADC channel. Therefore, 
a CD4066 quad bilateral switch is utilized to multiplex the analog signals.  The MCU 
polling the signals by on-off of the switches sequentially.    
Alarm indicators: Two LEDs are installed to illustrate whether the arterial side (RED 
led), or Vein side (BLUE) blood-leaking event occurred. An accompanied buzzer with 
on-off switch is used to provide audio alarm. 
Firmware flow: To prevent the background signal from photo sensor causes false 
alarm, the MCU will initially get the each sensor signal at the startup stage. Once the 
difference between the incoming signal and the background over a threshold, MCU will 
trigger alarm LED and buzzer. The threshold can be manually adjusted ,by medical 
staffs based on their clinical experience, to either increase or decrease the sensitivity of 
the alarm. The detection flow executed every 5 seconds. 
APP on nurse station: A Windows APP is developed and installed on a nurse station 
computer for distant monitoring each blood leaking device status. The APP is 
programmed with Visual Studio 2017. It scans each device status through Wi-Fi Chanel 
and paring patient ID by checking the MAC address. From the monitor display, medical 
staffs can easily check activity of each device and, if blood leaking event occurs, locate 
which bed needs to be take care of. The MS SQL database is applied to store the status 
every 5 seconds. These record will be furtherly integrated to hospital hemodialysis 
information system. 

4. EXPERIMENTAL RESULTS 

All the components and power module are integrated and packed as a prototype 
device (Figure. 3).  A series of experiments have been conducted to evaluate the 
system stability, sensitivity, and function verification (Fig 4). Red pigment with 
different intensities are used to emulate human blood. The first trial is to test the 
sensing stability on both stationary table and moving arm.  
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Fig. 3. The prototype system with optical sensors, status indicators, device ID display, 

alarm buzzer, control buttons and power switch. 

 

 
Fig. 4. The stability test: Blood emulation kit, static test, and dynamic test. 

Figure 5 shows when the sensors are placed on a stationary table, the signals are very 
stable. However, when placed the sensors on an arm, the fluctuation is quite evident 
(Fig. 6). Based on the finding, a moving-average low pass filter is applied to smooth 
the signal for reducing the false alarm. 
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Fig. 5. Signal acquired from the static stability test. 

 

 
Fig. 6. Signal acquired from the dynamic stability test.6 

Sensitivity test is performed by applying different intensity of red color cards. The 
results shown on Figure 7 reveal that the darker of red signal, the lower the signal 
strength.  These results helps to justify the optimum threshold. To maintain the 
flexibility, a manually threshold adjustable mechanism, by applying these color cards 
on clinical sits is also implemented on the experimental system.   
 

 
Fig. 7. Sensitivity test results with different intensity of red color. The numbers on each block 

represent ADC reading and voltage value. 

The function tests are exhibited on both device side and nurse station computer side. 
By slowly dripping the blood emulates on cotton gauge, once the blood leaking 
emulation reaches predefined threshold, the LEDs and busser start issue alarm signals 
(Fig. 8). In the meantime, the App on the nurse station computer will display the 
warning immediately (Fig . 9) . 
 

 
Fig. 8. The blue LED lights up when venous site blood leaking is detected.  
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Fig. 9. The APP on nurse station displays each device status. The green square indicates the 
device is in normal condition. The blue square (venous site) and red square (arterial site) are 

flashing upon blood-leaking detected. Upon receiving alarm signal, it pop-up a warning dialog. 

 

5 CONCLUSIONS 

The preliminary performance test shows very promising results. However, further 
robustness test and determination of optimum probe placement are still undergo.  An 
IRB application has been filed. It is expected to process clinical trial in coming 
summer.  
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Abstract. This paper presents the design of the program, called Eye Blinking 
Detection Program, to define eye state as well as eye blinking by using Haar 
Cascades. Based on the result of the opened-eye detection process, eye state is 
determined and the eye blinking can be counted. All the results are displayed on 
a friendly user interface. By checking eyes state, the program determines if the 
object is asleep or awake and activate the alert. In addition, the program also has 
dry-eyes disease diagnostic feature and an eye health-training program. This 
program is very useful for drivers by helping them stay awake or apply to patients 
who has eye-related disease. 
Keywords: face detection, eyes detection, Haar cascade, eyes blink detection; 
warning avoid sleeping, dry Eyes diagnose system. 

1. Introduction 

According to 2017’s statistics, the number of handheld devices is increasing rapidly. 
That mean the time we spend on electronics devices is longer every year too. That is 
the main reason cause many of eye diseases, for example Dry eyes diseases because 
people look at the screen continuously for many hours and make eyes tired. On working 
time, people need a convenient way to avoid accident from lack of sleep and get healthy 
eyes too. Eyes blink detection come as a handy way to solve these problems.  
Object Detection using Haar feature-based cascade classifiers [1] is the core method of 
detecting eyes. We use Haar-Cascade classifiers to detect face and eyes from face. 
Then, we research other papers and find the relationship between the number of blinks 
and Dry Eyes disease. We count the number of blinks and the time during blinking eyes. 
Using these parameters, compared to the parameters of healthy eyes, then we can tell 
that person got problems with eyes or not. After that, we develop an application to 
diagnose Dry Eyes, warn avoid sleeping and do eyes exercise automatically.  
This paper comprises six sections including this introduction. Section 2 presents some 
methods to detect and track the eyes. Section 3 shows the methodology and algorithms. 
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Section 4 shows the results from our applications in real life. Section 5 describes the 
addition of some features to the application. Finally, section 6 concludes the work. 

2. Related works 

The idea of having an application that counts the number of blinks is not new. Looking 
back on the published researches about face and eyes detection, we’ve seen many 
effective and precise algorithms such as works done by [1, 2, 3]. Most of them are well 
done with many constraints. An advance face detection [4] is having Graphic 
Processing Unit (GPU) support, Central Processing Unit (CPU) to speed-up the 
detection process. They got success speed up 3.3 times for 640x480. Among related 
works in this field of application, Yasutaka Ito [5] has applied circular Hough transform 
and histogram of gradient to detect the apple of the eye. This algorithm is rather 
complex and seems impossible to apply to blinking detection because it depends on eye 
color and the environment conditions. But it’s good for tracking eyes movement.  
We rely on this research [8], and take sample parameters to check if the eyes are dry or 
not 

3. Methodology 

3.1 Object detection using Haar-like feature-based cascade classifier. 

Fig. 1 below shows the four stages of object detection step using Viola Jones object 
detection framework: Haar feature selection, creating an integral image, Adaboost 
training, and cascading classifiers. 
 

 
─ Fig. 1 Object detection using Haar-like feature based 

In the Haar feature selection, a simple rectangular Haar-like feature can be defined as 
the difference of the sum of pixels of areas inside the rectangle, which can be at any 
position and scale within the original image.  
This modified feature set is called 2-rectangle feature. Viola and Jones also defined 3-
rectangle features and 4-rectangle features. Haar-like features are rectangles 
demonstrate the most significant common properties of all pixels in that area. For 
example, a few properties common to human faces: the nose bridge region is brighter 
than the eyes, the eye region is darker than the upper-cheeks, etc. Each feature results 
in a single value which is calculated by subtracting the sum of pixels under white 
rectangle from the sum of pixels under black rectangle. The resultant classifier includes 
multiple simpler classifiers of 3 types: (a) edge features, (b) line features, and (c) center-
surround features as shown in Fig. 2 below. 
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 Fig. 2 Types of rectangular features 

  
 
Fig. 3 (a) Upright Summed Area Table and (b) Rotated Summed Area Table; calculation 

scheme of the pixel sum of SAT (c) and RSAT(d) 
The algorithm applies all of these simple classifiers to the region of interest. These 
simple rectangular features include upright features and tilted features are respectively 
calculated by using integral image and rotated integral image also known as Summed 
Area Table (SAT) and Rotated Summed Area Table (RSAT). These equations below 
show how to determine the integral image 𝐴𝐼[𝑥′, 𝑦′] and the rotated integral image 
𝐴𝑅[𝑥′, 𝑦′] from an original image 𝐴[𝑥, 𝑦] 
 

𝐴𝐼[𝑥, 𝑦] = ∑ 𝐴(𝑥′ , 𝑦′)

𝑥′≤𝑥,𝑦′≤𝑦

     (1) 

𝐴𝑅[𝑥′, 𝑦′] = ∑ 𝐴(𝑥′ , 𝑦′)

𝑥′≤𝑥,𝑥′≤𝑥−|𝑦−𝑦′|

     (2) 

 
After calculating the Summed Area Table, we can get the sum of rectangular pixel area 
by using value of four pixels at the corner as shown in Fig. 3. Adaptive Boosting, is a 
machine learning meta-algorithm formulated by Yoav Freund and Robert Schapire [5]. 
Adaboost helps in finding only the best features among all these Haar-features which 
match on the original image. After these features are found, a weighted combination of 
all these features is used in evaluating and deciding any given window has a face or not. 
Each of the selected features are considered good to be included if they can at least 
perform better than random guessing (detecting more than half the cases).  
 
3.2 Detect face and eye blinking with OpenCV Cascade Classifier 

https://en.wikipedia.org/wiki/Boosting_(meta-algorithm)
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Meta-algorithm
https://en.wikipedia.org/wiki/Yoav_Freund
https://en.wikipedia.org/wiki/Robert_Schapire
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The face detection is based on [6]. Image pre-processing is required in order to make 
detection effortless. These steps are (a) down sampling and (b) contrast enhancement. 
The algorithm will scan the whole image to fit Haar features. If the image is too large, 
it would take more time to finish; the image is down sampled as illustrated in Fig. 3. 

 

 
 Fig. 3 Shrinking the image then calculate the face Rect on the original size image 

 
For face and eye detect we will have 2 variables: face_scale and eye_scale. They are 
ratio between detect size and original size of the image. We recorded the minimum 
eye_scale that detect both eye smoothly with different video resolution at 15cm and 
20cm. Original and detect columns are sizes of eye region before and after shrinking. 
Original eye region is calculated from face Rect (face region get from face detection 
process) by determining relatively eye position on face. From the table, we can see that 
eye can be easily detected if detect region is about 165x55 pixels. We designed an 
automatic mode that define best eye scale according to detected face Rect. Then, we 
equalize the histogram to differ the bright and dark areas [7]. Besides equalizing 
histogram for entire image, we process a separate equalizing by splitting the image into 
left and right halves of the face as shown in Fig. 4. This process will remove unbalance 
lighting on each side of the face. The process of detecting eyes is demonstrated as 
shown in Fig. 5. By using the specific trained data to detect eye, program only detects 
opened eye. Therefore, after a face is detected, if there is no eye detected,  the eye state 
will be close, otherwise, if eyes are detected, the eye state will be open. 
 

 
─ Fig. 4 Separate histogram equalizing 

─  
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─ Fig. 5 Algorithm flowchart 
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4. Result and discussion 

5.1 Specifications 
In Table 1, we show specifications of our application in real-time mode, and Table 2 
presents the parameter FPS in different brightness environments, along with the 
interfacing of our tool in Fig. 6. 
 

 

Fig. 6 Detecting eyes in real-time on our app 

─ Table 38. Application’s specifications in real-time mode 

Parameters Value 
Distance operation range (face is only detected within this range) 15 cm – 55 cm 
Optimal operating distance(for highest accuracy) 35 cm 
Frame size 640x480 
Frame per second average 20  
Frame per second maximum 22 
Frame per second minimum 18 
Brightness operation range 30 – 400 lux 
Optimal operating brightness 200 lux 
Video Source From camera  

─ Table 2. FPS in different brightness environments 

Room brightness Max FPS Average FPS 
Full-light room (200lux) 20 19 
Half-light room (100lux) 18 17 
Room without light (40lux) 15 14 

─ 5.2 Experiments 
We check the correctness of this application on three different objects by manually 
counting the number of blinks. For 480p videos, FPS is at 25 and would be 11 with 
Full-HD (1080p) videos. Full-HD make FPS decrease but the detection is more 
accurate. In table 2, the FPS is the result in different brightness environments. In table 
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3, we calculated the error percentage per case. The average error percentage of this app 
is around 9%. 

5. Additional features 

5.1 Support features 

As mentioned, the program supports source video from a real-time camera or video by 
selecting on the application. The external interface supports real-time observation. The 
interface is shown in Fig. 6. 
 
5.2 Diagnosis of eye condition 
We choose the mean of lid-contact rate and the mean duration of lid closure/blink as 
parameters. Based on above table [8], we realize that these parameters differ noticeably 
between normal eyes and dry eyes.  For each parameter, we classify closure into 3 
different groups depending on the duration of eyes closure. Specifically, we have 3 
groups as follows: all full lid closure (> 0 second in duration) - type I, extended lid 
closures (> 0.1 second in duration) - type II - and super-extended lid closures (> 0.5 
second in duration) - type III. In total, we have six parameters to measure, 
corresponding to six conditions within the value of confidence interval that need to be 
verified. Then we split them up into 3 cases that the eye can encounter. That is “Non 
Dry Eyes” - when only meet below 2 conditions, “Dry Eyes Potential” - when meet 
from 2 – 4 conditions, and the rest is Dry Eyes. Table 5 above are the results of eyes 
examination and result of this test is: Dry Eyes Potential.  

─ Table 3. The accuracy when measuring blinking. 

Category Brightness (lux) Blink measured Blink actuality Error percentage (%) 
Object 001 ~40 18 20 10 
Object 002 ~40 20 20 0 
Object 003 ~100 24 20 20 
Object 004 ~100 20 20 0 
Object 005 ~200 20 23 15 

─ Table 4. Sample of normal eyes [7] 

Category Type of blink 95% Confidence 
interval 

The contact rate All full lid closure 2.47-16.46 
 Extended lid closure 3.35-47.26 
 Super-extended lid closure 17.73-113.16 

Mean duration of lid closure /blink 
(seconds) All full lid closure 2.46-20.33 
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 Extended lid closure 1.65-11.07 
 Super-extended lid closure 3.28-6.15 

─ Table 5. Result of our measured information on 3 different objects 

Category Patients 

Name Object 001 Object 002 Object 003 
Age 21 17 21 
Gender Male Male Male 
Examine time 25/06/2017 7:39:36 06/07/2017 20:22:16 06/07/2017 15:16:12 
Duration of the test 110 113 120 
Number of closure type I 42 53 21 
Number of closure type II 19 12 12 
Number of closure type III 4 0 1 
Contact rate closure type I 6.70228 3.54713 2.431 
Contact rate closure type II 5.54223 1.38272 1.82283 
Contact rate closure type III 2.18019 0 0.5721 
Mean duration of type II 0.321105 0.13075 0.181083 
Mean duration of type III 0.6 0 0.682 

 
5.3 Healthy eyes training programs 
Based on [9], the training program includes the following steps: the user close both eyes 
for 2 seconds normally. and then open the eyes for 2 seconds. Moreover, people should 
do this exercise 20 times daily to get healthy eyes. 

Start Training 
Eyes Program

Check eyes state 
during 2 second

Countdown 5s 
and start training

AI speaker 
demand  Open 

Eyes 

AI speaker alert 
close eyes during 

2 second

Check eyes state

AI speaker alert 
open eyes during 

2 second

Check eyes state 
during 2 second

CLOSED

Check over 
20min training

CLOSED

OPENED

End training 
program

CLOSED

OPENEDTRUE

OPENED

FALSE

 
─ Fig. 7 Algorithm flowchart for eyes training programs 

Moreover, users should do this exercise 20 times daily to get healthy eyes. 
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6. Conclusion 

In this paper we had introduced a real-time eyes blink detection system, consist of many 
techniques like Haar-like Feature, image preprocessing, etc. Thanks to that, this system 
allows us detect blinking eyes precisely. Furthermore, we had boosted the number of 
Frame Per Second to enable working in real-time environment like video surveillance 
system. First of all, we apply a smaller region of interest (ROI) by using Haar-like 
Feature for face detection, then we equalize the histogram of ROI to enhance detect 
ability and apply Haar-like Feature for eye detection lastly. From then, by checking eye 
detected or not, we can easily verify that eyes are opened or closed. 
Specially, only with a cheap camera or low resolution video, we had come up with a 
system that automatically counts number of times a patience blinks in a medical 
examination. We create a patient management tool that enable doctor to track status or 
number of times blink of each patience. Then, we proposed a parameter list that help 
doctors diagnose dry eyes diseased based on related parameters like the contact rate and 
the mean of duration per type of blink. Besides, we also offer a warning system to check 
if a patient is asleep or awake. Thanks to this feature, doctor can easily track the 
activities or warning patients automatically to avoid many eyes diseased. 
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Abstract. Medical images are very important for the treatment process of 
specialists because of containing a lot of important information in patient’s body. 
The edge detection is a prepared process for object boundaries. Therefore, the 
edge detection in medical images is very important and necessary with low-
quality medical images. Other previous methods must sacrifice time to have the 
accurate results. In this paper, we proposed a new method to detect edges in low-
quality medical images which have impurities by using augmented Lagrangian 
method and B-spline. Our method improves the ability for smoothing and 
detecting faster.  
Keywords: edge detection, augmented Lagrangian method, B-spline, low-
quality medical images. 

1. Introduction 

We cannot deny the usefulness of medical images in this life. So, their quality is very 
noticeable for using. Because the diagnosis or the treatment process also depends on 
the quality and strong objects, the medical images which have clear objects will give 
much useful information about boundary, size or the limit between objects in images. 
In computer vision, the edge detection is a preparatory step for contour detection or 
segmentation. A medical image contains one or more objects. They have noised or 
blurred pixels or both, and they are called as weak objects, low-quality medical images. 
So, in low-quality medical images, it is a great obstacle for image processing. However, 
when the edge detection or segmentation has no good results, the limit between 
boundaries of objects is not clear. This is a difficult problem for specialists. The limit 
can refer as fracture, enlargement or tumor.  
In the past, there are many algorithms which are proposed for edge detection [2]. But 
the usefulness of B-spline in [3, 4, 5] shows that this is an appropriate method. After 
that, the transform, such as wavelet transform [6] is continued for process. Although 
transform gives good results to remove noise, blur pixels, and improves the quality of 

mailto:ntbinh@hcmut.edu.vn
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images [11, 12]. But the previous methods are limited with weak objects in medical 
images. Curvelet transform could overcome this disadvantage and keep much 
information of medical images for specialists, but the time processing was very long. 
In recent years, the snake is proposed for active contour which has edge detection step 
in [9] or the combination with curvelet in [10]. And Cuckoo search [7, 8] is also to give 
many notes. With the comeback of B-spline surfaces [14] is a wind revived to detect 
sharp edges. We repeat about the slow time in processing. Although it can be accepted 
in medicine as long as the result is good. However, the time can be smaller, the life can 
be longer. With this problem, augmented Lagrangian method [13] is a good resolution.  
In this paper, we propose a new method to detect the edges in low-quality medical 
images. The proposed method included two periods. Firstly, we use Augmented 
Lagrangian method (ALM) to remove noise and detect edges in low-quality medical 
images. Secondly, the ALM coefficients and B-spline curve are also calculated in there. 
And finally is the comparison between distances to choose the showing edges. The 
contributions of this paper are: to introduce the problems that exist; to present the basic 
concept about edge detection, ALM and B-spline; to propose a new method for edge 
detection in low quality medical images. The rest of this paper is as follows: the basic 
concepts are presented in section 2. The proposed method is described clearly in section 
3. Our experiments and results are accentuated in section 4, and conclusions is 
presented in final section.   

2. Basic knowledge 

2.1 Edge detection 

The boundary of two different regions in an image is called edges. The difference is 
between the colors or gray, with medical images is usually gray. The purpose of edge 
detection is to keep the important features of the combination pixels together, such as: 
lines, corners, curves, etc. The combination of pixels to strong or weak also presents 
acreage of objects. Edge detection includes four steps [1], as follows: 
Firstly, the smoothing. This is to remove noise from the input images but it must keep 
the features of edges. In this step, it bases on the types of noisy or blur or both. The 
truth is the suitability between pixels and filters or threshold.  
Secondly, the enhancement. We use the filters to improve the quality of edges. By the 
values of the calculating, the input images are improved. 
Thirdly, the detection. The thresholding is the basis of the detection. And finally is 
localization. This step bases on the location of each edge.  
Edge detection bases on estimating the gradient: strength the combination, gradient 
direction by -90 degrees. The gradient is the two-dimensional (2D) equivalent of the 
first derivate and is defined as the vector: 

 
 , x

y

f
G xG f x y

fG
y

 
   

         
    (1) 
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where, vector G[f(x, y)] points in the direction of the maximum rate of increase of the 
function f(x, y). And the direction of the gradient is defined as: 

 
1( , ) tan y

X

G
x y

G
   

  
    (2) 

where  is measured with respect to the x axis. In this process, the smoothing and 
detection base on the threshold. So, the threshold is very important for this.  
2.2 Augmented Lagrangian method 

Augmented Lagrangian method (ALM) depends on the idea to minimize a total 
variation optimization problem for spatial temporal data [13]. It is used to solve the 
constrained problem in image or video processing but, the main problem which [13] 
solves to be denoising and deblurring in video. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The Augmented Lagrangian method 

A vector denoting the unknown (potentially sharp) image which has size M x N is called 
f (f 1MNR  ). f is an ingredient of equation to find the observed image g, g 1MNR  . It is a 
linear shift invariant imaging system to calculate as:  g = Hf + η                         (3) 
where, f is a vector denoting the unknown (potentially sharp) image of size M x N, g is 
a vector denoting the observed image, 1η MNR  is a vector denoting the noise/blur, and 
the matrix H MN MNR  is a linear transformation representing convolution operation.  
Two problems were mentioned to define as: 

 
2

f
minimize   -

2 TV
Hf g f


 (4) 

and    1f
minimize   -

TV
Hf g f    (5) 

where, μ is the regularization parameter.  
The authors were to find a saddle point of L(f, u, y). Then, they used the alternating 
direction method (ADM) to solve f-subproblem, u-subproblem and r-subproblem. This 
algorithm can be summarized as follows in figure 1. 
2.3 B-spline and curves  

Similar to Bézier curve, a parametric curve, the B-spline curve [3] gives more 
information and very fit for medical images. B-spline, basis spline, can be used for 
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curve-fitting and numerical differentiation of data. From the set of (n + 1) control points, 
knot vector of (m + 1) knots and a degree p. But must satisfy: m = n + p + 1. The B-
spline curve of degree p (Ni, u(u)) defined by these control points and knot vector U is: 
 𝐶(𝑢) = ∑ 𝑁𝑖,𝑝

𝑛
𝑖=0 (𝑢)𝑃𝑖  (6) 

where, (n + 1) control points P0, P1, …, Pn  and a knot vector U = {u0, u1, …, um}. 
Ni, u(u) looks like Bn, i(u).The basis function of Bézier bases on the number of control 
points and B-spline with the smoothing function 1

1
2
n 

  and 1
2

2
n 



 uses 2-1 level. In these 
function, n is the order of wavelet transform. We can see B-spline to create the smooth 
curves. It calls knots or breakpoints in images, but muster be in non-descending of 
locations. The calling process is the range between the first and last of these knots and 
may be zero elsewhere. The knots have the same distance from predecessor. Then, the 
surfaces of degree can be defined as the condition statement. And this statement shows 
or not to base many in u values, similar to the presentation of threshold or filter in image 
processing. 

3. Edge detection in low-quality medical images 

Many algorithms had proposed to detect edges in medical images. In [3, 4, 5], the B-
spline curve is used for detection. And, [6, 12] are the using transform - spatial domain 
- for this process. The reason of using transform because of the positive results of them 
in denoising [11] is useful for smoothing step. In recent, the B-spline surface appears 
in [14] to detect sharp edges. We notice that: any methods based on transform are to 
use much time to detect edges. Although the time can be sacrificed in medical treatment, 
the speed is necessary.  
In the proposed method, ALM is used for the smoothing step and based on this value 
to enhance the quality of medical images. After that, we use B-spline curve for the 
combination between edges and show the edge detection of output images. The 
proposed method is presented clearly in figure 2. 
In the smoothing and enhancing step, ALM has many input values: vector denoting the 
observed image, convolution matrix, regularization parameter and the isotropic total 
variation. The default value is set for parameter. And the step continues with the 
computation the matrices of the first-order forward finite difference operators along the 
horizontal, vertical and temporal directions. Then, it is the check coverage and update 
parameter as figure 1. In here, the problem to be solved is the: 
 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑓,𝑟,𝑢   𝜇‖𝑟‖1 + ‖𝑢‖1  (7) 
to solve the problem of  (7),  we perform sequentially as: 
(i) We call g is vector denoting the observed image, H is the convolution matrix,  is 
the regularization parameter the isotropic total variation x , y , t ,  go to (ii) step. 

(ii) Set parameter with value default for r  = 2, 𝜌0 = 100 ( r is a regularization 
parameter) and 0 = 0.7, next to (iii) step. 
(iii) Initialize f0 = g, u0 = Df0, y0 = 0, r0 = Hf0 – g, z0 = 0. (where, y is the Lagrange 
multiplier), go to (iv). 
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Fig. 2. The proposed method 

 (iv) Compute the matrices of the first-order forward finite difference operators along 
the horizontal, vertical and temporal directions. And begin the loop statements: 
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While (not coverage) do: 
+ Solve the f-subproblem is:  
 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑓 =

𝜌0

2
‖𝑟 − 𝐻𝑓 + 𝑔‖2 +

𝜌𝑟

2
‖𝑢 − 𝐷𝑓‖2 + 𝑧𝑇𝐻𝑓 + 𝑦𝑇𝐷  (8) 

where, 𝐷 = [𝐷𝑥𝑇     𝐷𝑦𝑇     𝐷𝑡𝑇 ]
𝑇
, Dx, Dy, Dt are the first – order forward finite-

difference operators along the horizontal, vertical, and temporal directions. 
f-subprobem is improved by equation: 

 𝑓 =  ℱ−1 [
ℱ[𝜌0𝐻

𝑇𝑔+𝐻𝑇(𝜌0𝑟−𝑧)+𝐷
𝑇(𝜌𝑟𝑢−𝑦)]

𝜌0|ℱ[𝐻]|
2+𝜌𝑟(|ℱ[𝐷𝑥]|

2+|ℱ[𝐷𝑦]|
2
+|ℱ[𝐷𝑡]|

2)
] (9) 

where, ℱ denotes the three-dimensional Fourier Transform operator. 
+ Solve the u-subproblem is: 

 

2
1 1 11

argmin ( )
2

T r
k k k k

u
u u y u Df u Df

      
 (10) 

 by equation (11): 

 

1max ,0 * ( )x x x
r

u v sign v


 
  

   (11) 
+ Solve the r-subproblem: 
 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟   𝜇‖𝑟‖1 − 𝑧

𝑇𝑟 +
𝜌0

2
‖𝑟 − 𝐻𝑓 + 𝑔‖2 (12) 

by equation: 𝑟 = 𝑚𝑎𝑥 {|𝐻𝑓 − 𝑔 + 1

𝜌0
𝑧| −

𝜇

𝜌0
, 0} ∗ 𝑠𝑖𝑔𝑛 (𝐻𝑓 − 𝑔 +

1

𝜌0
𝑧)      (13) 

+ Update the Lagrange multiplier y and z: 

 1 1 1( )k k r k ky y u Df      (14) 
and  𝑧𝑘+1 = 𝑧𝑘 − 𝜌0(𝑟𝑘+1 − 𝐻𝑓𝑘+1 + 𝑔) (15) 

+ Update: 

 
 1 1 2 2,

,
r k k k k

r

if u Df u Df
r otherwise

 

    


 (16) 

+ Check convergence: if 1 2 2
/k k kf f f tol   then break 

End while. 
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After the smoothing and enhancing step, the distace values is calculated by B-spline. 
Equation (17) is the equation of B-spline curve with 4-scales and equation (18) with 8-
scales: 
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  (18) 

where, n is the order of wavelet transform. The distance measure is the Euclidean 
equation (E), edge strengths, as: 
 𝐸 = (∑ |𝑥𝑖 − 𝑦𝑖|

2𝑛
𝑖=1 )

1
2⁄  (19) 

where, x and y are the coordinates of image pixels.  
The B-Spline curves and surfaces of degree is defined as equation (20) for degree zero 
and other degree (p) as equation (21): 

 𝑁𝑖,0(𝑢) = {
0 𝑖𝑓 𝑢𝑖 ≤ 𝑢 ≤ 𝑢𝑖+1
1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (20) 
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    (21) 
Based on the values of B-spline distance, we apply this for the showing results. From 
the edge collection which collects from ALM to compare with E distance (19). If true 
for the condition as in figure 2, the proposed method uses equation (20) and (21) to 
show edges. If false, our idea will only keep pixel values and show. And finally, the 
results of algorithm are the low-quality medical images which are detected edges. 

4. Experiments and results 

Based on the method which is presented in previous section clearly, our experiments 
are developed in Matlab 2013b and carried out on computer of Intel core i5, 2.4 GHz 
CPU and 08 GB DDR memory. Our dataset is the medical images collected in many 
hospitals. There are more than 600 medical images and in many sizes: 256 x 256, 512 
x 512. We test many medical images from this dataset. Our dataset has many types of 
quality of medical images also is diffence. Some images have strong objects, but others 
are weak objects because of many reasons. But the quality of them is very difficult for 
edge detection.  
As mentioned in section 3, we improve the smoothing step quality by ALM. After that, 
we detect the strong points and connect the strong point together based on the 
coefficients of ALM to enhance the quality of low-quality medical images. We 
implement the proposed method and compare its results to wavelet transform method 
[6] (WT), Cuckoo method [8] and the bicubic B-splines surfaces method [14]. The 
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results of our proposed method are to detect many edges more than other methods. 
Specially, the time processing of our method is the shortest. In figure 3, we report the 
results from some images. In these figures, we observe that the proposed method 
performs well.  
Figure 3(a) is the original medical images. The edge-detection result of wavelet 
transform method [6] is to present in figure 3(b). The result of Cuckoo method [8] is to 
present in figure 3(c). The result of the bicubic B-splines surfaces method [14] is to 
present in figure 3(d) and of the proposed method is to present in figure 3(e). 
In figure 3(e), the number of edges detection is better than the result in figure 3(b), 
figure 3(c) and figure 3(d). And the average time processing of figure 3(e) is the shortest 
between all methods.  
 

          
 

           
 

         
 

         
(a)        (b)            (c)              (d)                (e) 

Fig. 3. The results of edge detection by the proposed method and the other methods in low 
quality medical images. 

(a) The original medical images. 
(b) Edge detection by WT [6] with the average time processing ~ 1.752 seconds and ~ 2342 

edges. 
(c) Edge detection by Cuckoo method [8] with the average time processing ~ 1.611 seconds 

and ~ 2910 edges  
(d) Edge detection by the bicubic B-splines surfaces method [14] with the average time 

processing ~ 1.32 seconds and ~ 3562 edges. 
(e) Edge detection by the proposed method with the average time processing ~ 0.937 seconds 

and ~ 4582 edges. 

We can see the quality of medical images in dataset is not good. This is low-quality 
medical images and they have weak objects. However, the proposed method has 
detected many strong edges and faster than the other methods, such as: wavelet 
transform method, Cuckoo method and the bicubic B-splines surfaces method. With 
medical images, the number of edges is useful for the next process such as: contour 
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detection or segmentation. The edges are detected to be the important pixels. They are 
connected by the curves or transform. With natural images, the weak objects can found 
and not useful. However, medical images must keep many edges because any the 
change may be a sign of disease. The reason of the results of the proposed method 
which are better and faster than the other methods can explain as follows: 
Firstly, ALM is used in first, smoothing and enhancing step, to be necessary. The 
quality of low-quality medical images has improved and made from weak into strong 
objects.  
Secondly, we calculate distance between edges two times by ALM coefficients and E 
distance (in B-spline curve). We compare them and choose less distance. Because the 
medical images differ from other type of images, medical images have much 
information and easy to lost this. We choose less distance to keep the close together. 
This is a method to keep the precious information of input images. 
Finally, on the other hand, the proposed method does not use transform or threshold or 
filter to combine together. The images do not fit with many coefficients. And also do 
not use the time for the decomposition and reconstruction. 

5. Conclusions 

In medical images, the adaptation of threshold and filter is a big problem. Because of 
their complex, any image processing is to lose much important information and to use 
much time for processing. The proposed method used ALM and B-spline for edge 
detection. With medical images, ALM can denoise faster and better with low-quality 
images. Then, B-spline gives better results for connecting edges together. The results 
of the proposed method are compared with other methods such as: Cuckoo Search 
method [8], wavelet transform method [6] and the bicubic B-splines surfaces method 
[14]. The comparison of the results shows that the proposed method detects more edges 
than other methods. Specially, the time processing of proposed method is the shortest. 
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Abstract. The brain always responds to any stimulations. Analyzing the 
correlation between imaginary and reality of stimulus signals set up a standard of 
the process in collecting targeted response signal. The major of this study is 
focused on the portable electroencephalography (EEG) device in acquisition 
signals. The methodology estimates the relation by using correlation coefficient 
and eigenvector. The results show that the correlation of signals in stimulus and 
imaginary is high (above 70%) and the power of imaginary signals is higher than 
the power of signals in stimulus. 
Keywords: imaginary, reality, visual stimulation, correlation coefficient. 

1. Introduction 

The human brain is the central organ of the human nervous system. It controls lots of 
the activities of the human body, processing, integrating, coordinating the information 
and making decisions as to send signals to the rest of the body for activities. Visual 
stimulation, the use of positive stimulation images such as waterfalls, sunsets, and 
animals are commonly used in mental and cognitive therapy. In visual function, 
photoreceptors in the retina receive the light, transduce the sensory stimulus of light 
into an electrical waves signal. Vision from the left side passes through tracts on the 
opposite side of the brain. 

In general, despite the way of stimulation by the objects in the surrounding 
environments, the brain always reacts to the stimulus and creates electrical waves as a 
response. Particularly, the brain responds to the lights reflected by objects (such as a 
red car, green leaf, ...), the sound of things [2] (including the human voice, bell sounds, 
bird songs…), physical and chemical stimulus [10] to generate the reality signals. The 
brain still reacts to the signals from organs inside (such as heart-attack, headache, 
stomachache…) and mental thinking which is like imaginary as how things are 
reminded of. In addition, those studies were just about the stimulations and the analysis 
of response signals and their objectives, however, are to find false signals and new kinds 
of stimulation. Besides, they still have some problems in noise analysis [3] and more 
superior ways of controlling memories foundation [4]. 

In this study, the brain’s response is analyzed to visual stimulation in both cases. 
Firstly, visual stimulus signals are recorded. This electrical wave signals may have the 
same form as the one created in daily, especially, the beta waves dominating the waking 
state of consciousness and the alpha waves being the dominant during the quiet thought. 
Secondly, the brain reacts to the imaginary picture, the signals are saved. Correlation 
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analysis helps to determine the value of relationship between two variables, in this case, 
the visual stimulation in reality and imaginary visual stimulus. This case is to analyze 
both visual stimulus and imaginary response signals. The purpose is to evaluate the 
correlation between visual stimulus and imaginary signals.  

The visual stimulates signal has the same form of the imaginary signal although the 
components of the spectrum are totally different. The correlation between them is at a 
high rate (above 0.7). If this result is right, I will find a way to stimulate the subjects’ 
brain and to make them see the objects that I want. This may make a new effective step 
in Brain Computer Interface (BCI) [6] and many utilizations in controlling machines in 
real time by thinking. 

2. Experiments 

2.1 Data acquisition and procedure 

The data is taken from Nicolet One V32 by Natus – CareFusion – USA [], which has 
32 channels and is designed for contextualized research. Due to 10-20 EEG Systems 
[11], A1 and A2 are selected as reference electrodes; the occipital electrodes O1, O2 
receive the main data of experiment and the parietal electrode Pz can help to detect 
changes and to support the major leading through. 

The aim of the experiment is to detect the symptoms of alpha and beta waveforms in 
visual and imaginary stimulus samples. The experiment is conducted in the brain 
electroencephalography laboratory. The subject is a 20-year-old-man and he has no 
mental disease. Subjects are under relaxation as well as the way they do not concentrate 
on things around them in daily life. The recorded data gets through two main processing 
including pre-processing and correlation comparison by using Matlab.  

In the first stage, the subject sits in front of the screen, his hands are free. The subject 
relaxes with no thinking in 4 minutes. In this 4-minute period, he must open his eyes in 
one minute and close them in next one minute then repeats. It is a necessary step to 
remove the subjective noise, besides, it let the subject’s eyes relax and adjust to the 
specific colors as the object should be watched later. 

After the first 4-minute period, the image is shown in blinking in an interval of 100 
milliseconds and faster after times. In this stage, the subject must not blink their eyes. 
Then the subject can relax in one minute and repeat until completing five cycles. The 
expectation is to stimulate the subject so that they must see the object as the way they 
see things in daily life, not glance at them. The black screen is shown between 2 
stimulations in an interval of over 100 milliseconds so as not to involve in the 
persistence of vision. 

The subject must image what they see in the final stage. When he imagines things 
successfully, opens his eyes and blinks two or three times to determine the frames of 
the signal. He imagines the picture as many times as they can, at least three times in a 
period.. 



533 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

2.2 Data analysis 

 
The pre-processing proceeds two functions, Wavelet to cut the modified bandwidth of 
frequency from 8 to 30 Hz. This range is the fundamental frequency band and represents 
the most basic characteristics of the states. Because of awakening statements of the 
subject, the frequency bandwidth should be focused on is from 8 to 30 Hz. The result 
is the distributed according to the cut-off frequency [5, 8]. 

The Fast Fourier Transform (FFT) can provide the information about the signal 
frequency quickly and accurately [7]. The Discrete Wavelet Transform helps to filter 
the noise and to extract the data in the time-domain [9]. 

Applying the FFT on modified data to check the bandwidth of the signals and form 
of signals’ volume. This process is required to recheck the filtered noise removed, to 
distinguish the noise and to identify the beta waves in the data, especially the beta 1 and 
beta 2 from 13 to 20 Hz. 

The power spectrum of alpha (7-14 Hz) and beta (15-20 Hz) wave is used to 
determine the signal in phases. The data consists of 5 visual stimulus samples and 1 
imaginary sample for a subject. Also, there are 22 image signals in a visual stimulation 
period and 3 in an imaginary period. Therefore, a data contains about 110 visual 
stimulation and 3 imaginary samples. The data is divided into 2 groups called a ‘visual 
stimulation’ and ‘imaginary’, as a result of time marked, it is easy to be seen and 
calculated. 

The main purpose of this step is to calculate the correlation coefficient (CC). The 
range of value of the CC is from -1.0 to 1.0. A correlation value of -1.0 indicates a 
perfect negative, while a value of 1.0 means a perfect of positive. As a result of 
evaluating CC value, the similarities between stimulation signals are appraised more 
precisely. 
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3. Discussion 

The recorded data is grouped into 2 groups, ‘visual stimulus signal’ and ‘imaginary 
stimulus signal’. Then, they are filtered to be in the bandwidth of alpha and beta waves. 
After that, FFT applies to the data to transform the signals into the frequency domain. 
As a result, elements of alpha and beta waves can be identified precisely. 

 
Fig. 129. The original data is recorded by Nicolet V32 Amp and filtered by using DWT.  

In figure 1, the two graphs show the signal form in time-domain. Stimulation signal 
can be found instantly because of markers. The second graph shows the information of 
alpha (from 7 to 14 Hz) and beta (from 14 to 30 Hz) at the same time. The red line 
shows the shape of the alpha wave and the beta wave is plotted with green dot 

And these are the spectrums of them in the frequency domain. 
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Fig. 2. The graphs demonstrate the power spectrum of signals of visual stimulus (on the left 
side) and imaginary (on the right side). Both signals are filtered by the same bandwidth of 

DWT, from 7 to 30 Hz. 
In figure 2, both alpha and beta waves are shown in the frequency spectrum of visual 

stimulus and imaginary data. In visual stimulation period, the alpha spectrum has a 
higher percentage of the value than the beta. Besides, the alpha spectrum, from 7 to 14 
Hz, is absolutely stronger than the spectrum of low-beta, between 15 and 19 Hz. Thus, 
it is identified that the subjects are totally relaxed when they are in visual stimulation 
period. They do not have to concentrate on what is shown on the screen. Also, this 
statement is like the way people reacts as they look at things in the environment in their 
daily life. 

However, in the frequency spectrum of the imaginary group, both alpha and beta 
waves have a high amplitude. Especially, the extremely high spectrum is around 16 Hz, 
within the low-beta range. This can be seen as an effect of imaginary practices. While 
imaging the object, the subjects have to close their eyes and image it as much as they 
can. Besides that, the subjects have to close their eyes, this may make alpha waves 
increased its amplitude in the frequency spectrum. Also, the subjects try to image the 
picture, this causes the high amplitude of beta waves. 

 
Fig. 3. The graphs illustrate the percentage of alpha and beta waves in samples. On the left side, 
it shows the information in visual stimulation data while it is the imaginary information on the 

right side. 
As a result of the graphs, the alpha wave always shows the higher percent in the 

visual stimulus period while the beta gets the lower percentage. Particularly, in this 
period, the objects are in an awakening statement, they just look at the picture without 
thinking. The element of alpha has a stronger signal than beta in this state. In contrast, 
in the period of imaginary, the low-beta has the higher percentage of the spectrum. The 
element of the beta wave is usually stronger when subjects think about something, 
particularly, they think about the object. 

In figure 4, most of the samples have the latency time while the others do not have 
it. 
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Fig. 4. The graphs demonstrate troughs covering the stimulus signals, between a visual stimulus 

signals and two imaginary signals. 
The visual stimulus signals are shown as blue and the imaginary signals are red lines. 

In figure 4, both graphs show the stimulation signals and they have the same shape. On 
the first graph, the signals of visual stimulation and imaginary are slightly different in 
shape and amplitude. Particularly, the visual stimulation peak happens earlier than that 
of imaginary. This may be the cause of hard imagination, the subjects need time to 
image the object sharply. As a result, the first pair’s correlation value (on the left) is 
approximate 0.55. Meanwhile, on the second graph, the time and shape of the pair are 
quite similar. The difference is only the amplitude, the amplitude of imaginary is 
weaker than the one of visual stimulation, this may be caused by the familiar to the 
action. As a result, the CC of the sample in the right graph is around 0.95.  

 
 
Fig. 5. The comparison between a visual stimulus signal and two imaginary signals is shown in 
graphs. The visual stimulus signals are shown as blue and the imaginary signals are red lines. 

In addition, many peaks covering the signals have the similarities and differences. 
Some peaks have high correlation values while the others are in weak correlation. The 
differences are usually led by the latency time between the samples. However, the 
shapes of samples are related. 
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4. Conclusion 

In the visual stimulation period, the subjects stay awaken and look at the screen without 
thinking. The alpha wave shows the higher percentage while the beta waves 
demonstrate the lower percentage on the whole spectrum. However, in the period of 
imaginary, the subjects must close their eyes and image the object. The beta waves 
show the stronger element and the amplitude of the imaginary signals is stronger. In 
addition, the correlation values of the pairs are mostly middling to higher percent. Some 
pairs have the latency times and amplitude differences, this causes the less correlation 
between them. Although the correlation coefficient value is just over the middling rate, 
the visual stimulation and imaginary signals are similar.  
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Abstract. 3D human hand pose estimation (HPE) is an essential methodology for 
smart human computer interfaces. Especially, 3D hand pose estimation without 
attached or hand-held sensors provides a more natural and convenient way. In 
this work, we present a HPE system with a single RGB-Depth camera and deep 
learning methodologies which recognizes 3D hand poses of both hands in real-
time. Our HPE system consists of four steps: hands detection and segmentation, 
right and left hand classification using a Convolutional Neural Network (CNN) 
classifier, hand pose estimation using a deep CNN regressor, and 3D hand pose 
reconstruction. First, both hands are detected and segmented from each RGB and 
depth images using skin detection and depth cutting algorithms. Second, a CNN 
classifier is used to distinguish right and left hands. Our CNN classifier consists 
of three convolutional layers and two fully connected layers, and uses the 
segmented depth images as input. Third, a trained deep CNN regressor estimates 
the key sixteen joints of hands in 3D from the segmented left and right depth 
hands separately. The regressor is hierarchically composed of multiple 
convolutional layers, pooling layers and dense fully connected layers to estimate 
the hand joints from the segmented hand depth images. Finally, 3D hand pose of 
each hand gets reconstructed from the estimated hand joints. The results show 
that our CNN classifier distinguishes the right and left hands with an accuracy of 
96.9%. The 3D human hand poses are estimated with an average distance error 
of 8.48mm. The presented HPE system can be used in various application fields 
including medical VR, AR, and MR applications. Our presented HPE system 
should allow natural hand gesture interfaces to interact with various medical 
contents. 
Keywords: Convolutional Neural Network, 3-D Hand Pose Recognition, Both 
Hands, RGB-Depth, Deep Learning. 

1. Introduction 

Recently, a demand is growing in 3D human hand pose recognition (HPE) due to the 
expanding fields of virtual reality (VR), augmented reality (AR), and mixed reality 
(MR) for various biomedical applications. Conventionally, HPE has been achieved 
using hand-held sensors or controllers. However, this methodology only recognizes 
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hand gestures or motions, no hand poses in 3D. Recently, due to the commercialization 
of structured-light and time-of-flight depth cameras such as Microsoft Kinect and Intel 
Real-sense camera, active research works are underway to develop 3D hand pose 
estimation methodologies from color and depth images of human hands. In addition, 
recent emergence of deep learning techniques enhances the development of HPE. 
Among various deep learning methodologies, convolutional neural network (CNN) is 

one of well-known architectures for its good performance in the problems of hand pose 
estimation. Previous CNN-based methods used a single depth image as an input to their 
system and predicted heatmaps of each joint of hand [8, 2] or regressed 3D joint 
positions directly [6, 5]. Recently, 3D CNN, residual, and region ensemble networks 
have been applied to improve performance of HPE [3, 4]. So far, most HPE systems 
focus on 3D pose estimation of a single hand. In this work, we propose a 3D pose 
estimation system of both hands in real-time. In our system, first, skin detection 
algorithm finds both hands from a color image. Second, based on the detected hands, 
the corresponding hands are cropped from the depth image via a depth cutting 
algorithm. Then, a CNN classifier distinguishes the left or right hand. Finally, a CNN 
regressor estimates 3D joints of both hands and their poses are reconstructed in 3D. Our 
presented system can be used in various applications providing natural hand interfaces 
in the fields of medical AR, VR, and MR applications. 

2. Methods 

As shown in Fig. 1, our system consists of four stages: hand detection and 
segmentation, right or left hand classification, 3D hand joints estimation, and finally 
3D hand pose reconstruction with the estimated 3D hand joints 

 
Fig. 130. Overview of our proposed 3D hand pose estimation system. The system takes color and 
depth images as input. The hands are extracted by the skin and hand detectors. The deep hand 
classifier recognizes each extracted depth hand either as the right or left hand. Finally, the deep 
joint regressor predicts 3D hand joints from each depth hand. 

2.1 Hand Detection and Segmentation 

We use a skin detection algorithm [9] to recognize the color of hand skin. It was applied 
to a HSV image converted from a RGB image. We set the HSV value from the 
minimum of (0, 20, 48) to the maximum of (200, 255, 255) for skin detection. After 
detecting the blobs of hands with a threshold in the HSV image, the Region of Interests 
(ROIs) are obtained with a margin of 20 pixels to the blobs of hands. On the 
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synchronized depth map from the corresponding RGB image, the depth hand is detected 
in the corresponding ROI. In each corresponding hand ROI, we set a distance threshold 
to remove the depth background and crop the depth hand which are used as input for 
hand classification and pose estimation later. The cropped hand images are resized to 
128x128, and normalized to [-1, 1].  

2.2 Right and Left Hands Classification 

To distinguish the right and left hand, we have designed a CNN classifier using the 
ICVL hand pose dataset [7] which contains 180K frames for training and 1.5K for 
testing. Since 160K frames are provided as augmented frames from the original 22K 
data, we trained our classifier with the original 22K data for each hand. The hand depth 
images of 128x128 are used to create the depth dataset of the right and left hands for 
training. Our CNN classifier consists of three convolutional layers, three pooling layers 
and two fully connected layers as shown in Fig. 2. Every output after every layer goes 
through the ReLU function except the pooling layers and final fully connected layer. 
The final fully connected layer takes each hand depth image and decides whether it is 
the right or left hand. 

 
Fig. 131. Structure of our CNN classifier. The classifier consists of three convolutional layers, 
three pooling layers and two fully connected layers. It classifies the input depth image of hand as 
the right or left hand. 

2.3 3D Hand Pose Estimation 

To reconstruct hand poses from the hand depth images after classification, a CNN 
regressor is designed as shown in Fig. 3 and implemented to estimate the hand joints in 
3D. We constructed a CNN regressor with a total of twelve convolutional layers, four 
pooling layers, and three fully connected layers. From the hand-depth image, twelve 
convolutional layers increase feature maps from 16 and finally 128 feature maps are 
extracted through multiple convolutional layers using a kernel of 3x3 with one stride 
and zero-padding to keep the size. Four pooling layers using a kernel of 2x2 with two 
strides are located between the convolutional layers to reduce the size of feature maps 
extracted from the convolutional layer, and the computational complexity. The 
hierarchically structured regressor extracts the appropriate features from the input and 
predicts the final sixteen hand joint positions in 3D (i.e., 16x3). The regressor is trained 
with only the left hand training dataset. For the right hand, its depth hand image is 
flipped as input to the regressor. After the regression, the estimated hand joints are 
flipped back. 
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Fig. 132. Structure of CNN regressor. The regressor takes a depth map as an input. It is 
hierarchically composed of twelve convolutional layers and four pooling layers. Through the 
three fully connected layers, the regressor estimates hand joints of 16x3 in 3D. 

2.4 Implementation Details 

We implemented our CNN models using TensorFlow [1] on a PC with i7-6850K CPU, 
16GB RAM and NVIDIA Geforce GTX 1080ti GPU. After passing through the final 
fully connected layer, Adam optimizer minimized the mean squared error with a 
learning rate of 0.0001 to find the minimum error of the regressor, which is 
backpropagated across the whole layers during 100 epochs. 

3. Result & Discussion 

3.1 Hand Classification 

Table 1 shows the performance of our CNN classifier. The classifier is able to classify 
the right and left hand with the average accuracy of 96.94%.  The left-hand image is 
classified with an accuracy of 97.29%, whereas the right-hand image classified with an 
accuracy of 96.58%. 

─ Table 39. Confusion matrix of the CNN classifier with the ICVL hand dataset. 

Classification 
Rates(%) 

Predicted value 
Right Left 

Actual 
value 

Right 96.58 2.71 
Left 3.42 97.29 

3.2 3D Hand Pose Estimation 

We evaluate the performance of hand pose estimation in two different metrics. We 
compared our method against the hand pose estimators of Tang et al. [7] and Zhou et 
al. [8]. The first evaluation metric is the average Euclidean distance between the 
ground-truth and predicted hand joint positions in 3D. The mean error of our estimator 
is 8.48mm as shown in Table 2 and compared to others. Fig. 4-(a) shows the mean error 
for each joint. The second metric is the percentage of frames which reflect all errors of 
joints below a threshold [5]. Fig. 4-(b) shows the threshold of error vs. the percentage 
of testing examples for our and other estimators. 
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─ Table 40. Comparison of the proposed HPE with other works on the ICVL dataset [7]. 
Mean error indicates the average 3D distance error. 

Model Mean Error(mm) 
Tange et al.[7] (LRF) 12.57 

Zhou et al.[8] (DeepModel) 11.56 
Our proposed 8.48 

 
(a)                                                                  (b) 

Fig. 133. (a) Comparison with other methods on the ICVL dataset showing the average error 
distance per key hand joints across all test set. (b) Comparison of our HPE against other 
estimators on the ICVL dataset. The fraction of frames within the maximum distance from the 
ground truth is shown. 

3.3 3D Hand Pose Reconstruction 

Fig. 5 shows some exemplary 3D hand poses reconstructed from real-time sequences 
of depth hands captured with a Creative Senz3D (RGB-D) camera. The first and third 
rows show the cropped depth hands. The second and fourth rows show the 
corresponding 3D hand poses reconstructed with the estimated 3D hand joints. The first 
and third columns show the left hands whereas the second and fourth columns show the 
right hands. 

 
Fig. 134. Reconstructed 3D hand poses in 3D: (first rows) depth hands; (second rows) 

reconstructed 3D hand poses; (odd columns) right hand; (even columns) left hand. 
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4. Conclusion 

We present a deep CNN based hand pose estimation system with a RGB-D camera in 
3D. Our HPE system estimates 3D poses of both hands in real-time (25 fps). As the 
presented HPE system works in real-time, we believe that the system can be used in 
various application fields including medical VR, AR, and MR applications.  
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Abstract. Facial expression recognition (FER) has attracted the interest of many 
scholars because it plays an important role in human-computer interaction, image 
analysis, and artificial intelligent. The main purpose of FER is to classify a given 
facial image into one of the seven basic emotions: angry, disgust, fear, happy, 
sad, surprise, and neutral. In recent years, convolutional neural networks (CNN) 
have been studied and applied in the fields of image processing and computer 
vision a with great success. One of the main properties of CNN is the training 
stage that needs a large-scale data set for having a good performance. In this 
paper, we present a FER system using CNN in which the training and testing 
images are extracted from the AffectNet facial expression database. Compared to 
the traditional facial expression databases, AffectNet provides over one million 
images which are annotated by manual and automatic methods. The performance 
of the proposed model is analyzed via evaluations of the correct recognition rates, 
in comparison with the published ones, with the use of the same database.  
Keywords:  Facial expression, image analysis, convolutional neural networks, 
computer vision. 

1. Introduction 

Facial expression recognition has been an interesting research topic due to its 
applications in many areas such as human-computer interaction, entertainment, e-
learning, robotics, etc. In recent years, many FER methods have been introduced to 
classify a facial image into one of seven emotions defined by the American psychologist 
Ekman and Friesen in 1971 [1]. Although many of them show good results in testing 
with well-known databases, they have a limitation in applying in reality because of the 
small number of images and the insufficient background conditions in these databases. 
For example, NMI [2], JAFFE [3], and Cohn-Kanade [4] databases contain from 
hundreds to several thousands of images.  
 

Deep learning networks such as convolutional neural networks (CNN) or deep belief 
network (DBN) have been applied in many fields of computer vision with great success 
in the past few years. One of the key factors affects to the performance of this 
framework is the size of dataset for training. AffectNet is considered as one of a good 
database for this method with over one million images with a large amount of subject 
variations in the wild conditions [5].  In this paper, we propose a CNN architecture for 
FER and test that system by using AffectNet. In particular, the scale-invariant feature 
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transform (SIFT) feature of the points in facial landmark will be extracted for training 
or classifying our networks. The large amount of features can be trained in an effective 
way with the advantage of a graphical processing unit (GPU). The trained network will 
be saved for classifying purpose. The rest of this paper is organized as follows. Section 
2 describes our methodology in details. Some information about the database and the 
performance of our system are shown in section 3. Finally, section 4 concludes our 
paper and gives some recommendations. 

2. System Description 

Input Image Face Detection

Localize Facial 
Landmark 

SIFT Feature 
Extraction

Training/
Classifying using 
Convolutional NN

Crop and Resize 
Face Region

(1)

(1)

 
 

Fig. 135. System model 
 
Figure 1 shows the processing chart of our facial expression recognition system 

which contains five main stages. The images for training and testing are taken from 
AffectNet database. We use the same process for feature extraction in training and 
classifying works. The Viola-Jones method [6] is applied to detect face in the input 
image. Then facial landmark contains important points in the face will be extracted and 
moved to SIFT descriptor to extract the facial expression features for training or 
recognizing.   

 
2.1 Facial Landmark Localization 

Before taking feature extraction stage, a facial landmark will be detected to point out 
the exactly position of important parts on a face (eyes, eyebrows, nose, mouth, face 
line). In analyzing emotion on a face region, it is not very useful to collect all the feature 
data because there are just some main parts have strong contribution to decide the state 
of an emotion. Besides, an enormous data of features also leads to lower computational 
process and ravel in the classification stage. Extracting facial landmark location will be 
treated as the initial step in pre-processing stage. In this paper, the method in [7]  is 
used to cover this task which is based on the elastic deformations model with a simpler 
tree-structured mesh. Furthermore, the mixture of trees model is also applied to deal 
with multi-pose of face in the wild. Every facial landmark and global mixtures are 
modeled and used to capture topological changes due to viewpoint. The result of this 
stage is 68 facial landmark points are marked as in Figure 2a. 

 



547 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

  
(a)                                                        (b) 

 
Fig. 136. (a) Facial landmark localization, (b) The visualization of SIFT features 

based on facial landmark points 

2.2 Scale-Invariant Feature Transform Feature Extraction 

Scale-invariant feature transform (SIFT) is a local feature extraction method which is 
used popularly in the computer vision field. It is proposed by D. G. Lowe in [8] and 
applied in object recognition with high performance. SIFT also is known as a descriptor 
which is robust to the change of illumination, rotation and scaling. Each descriptor is 
extracted from the sub-region will have magnitude and orientation of gradient which 
can be defined in equations (1), and (2) 



 2 2( , ) ( ( 1, ) ( 1, )) ( ( , 1) ( , 1))x y L L L L                  (1) 

  1 ( , 1) ( , 1)( , ) tan
( 1, ) ( 1, )

L L
L L
   

  
   

    
  

   
 

 (2) 

 where ( , )    is gradient magnitude and ( , )    is the orientation which are 
calculated by the difference of pixels for each image sample  . 

In this paper, the SIFT features will be extracted based on the 68 facial landmark 
points which are treated as central points for SIFT description. This gives that each key 
point will have an associated SIFT feature descriptor which is corresponding to a 128 
dimensional vector. Besides, normalization stage will be done in order to reduce the 
changes in illumination. Figure 2b shows the visualization of SIFT features based on 
the facial landmark points.  
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2.3 Convolutional Neural Network Architecture  

The convolutional neural network is known as advanced version of multilayer neural 
network [9]. CNN is a deep neural network which is commonly used for image 
classification. This brings in a significant breakthrough in image processing and 
computer vision which can improve the efficiency and accuracy. There are some basic 
layers in CNN such as Convolutional, Max Pooling, Rectified Linear Units, Fully 
Connected and Softmax layer. In this paper, we proposed a structure of CNN to deal 
with facial expression recognition based on SIFT feature. Figure 3 shows the 
architecture of the proposed convolutional neural network for facial expression with 
SIFT feature. 

 
Fig. 3. Convolutional neural network 

3. Results 

3.1 AffectNet Facial Expression Database  

The AffectNet consists of over 1,000,000 facial expression images which are 
collected from the Internet based on related keywords. This can give a huge number of 
human expression in wild which could challenge some traditional algorithms for facial 
expression recognition. There are 8 emotion categories and nearly 450,000 images are 
annotated manually by the expert labelers. Besides, the authors of AffectNet also 
provide a model deep neural networks to classify emotions in their database.  

3.2 Experiments 

A confusion matrix of the proposed model SIFT-CNN is shown in table I.  The 
average recognition rate is 72%. It is clearly that two expressions of happy and surprise 
have the highest recognition rate which are 76.6% and 75.35%, respectively. Besides, 
the fear and disgust expression are much difficult to recognize which the accuracy are 
69.25% and 68.35%, respectively. Table 2 shows the confusion matrix of method which 
is proposed by the authors in [5]. In the original paper, the authors consider 8 type of 
expression, however, we ignore the contempt expression for having the same size of 
confusion matrices. We can see that an improvement of accuracy in the combination of 
SIFT-CNN to the results in [5]. 
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─ Table 41. Confusion matrix of proposed model 

 % 

 Ang
ry 



 Neut
ral 



 Disg
ust 



 Fe
ar 



 Hap
py 



 S
ad 



 Surpr
ise 

 Angry  70.3  2.35  8.5 

 4.9
5 

 3.25 

 7.
1 

 3.55 



 Neutr
al 

 4.3  74.95  2.3 

 7.4
5 

 6.9 

 2.
85 

 1.25 



 Disgu
st 

 6.45  6.35  68.35 

 6.8
5 

 4.4 

 5.
8 

 1.8 

 Fear  7.5  6.8  4.5 

 69.
25 

 2.75 

 6.
65 

 2.55 



 Happ
y 

 4.2  3.35  2.35 

 3.1
5 

 76.6 

 4.
55 

 5.8 

 Sad  7.45  5.35  5.5  6.2  3.65 

 69
.5 

 2.35 



 Surpr
ise 

 3.5  3.95  5.8  2.6  5.35 

 3.
45 

 75.35 

─ Table 42. Confusion matrix of model in [5] 

 % 

 Ang
ry 



 Neut
ral 



 Disg
ust 



 Fe
ar 



 Hap
py 



 Sa
d 



 Surpr
ise 

 Angry  65.8  6.2  11.1  5.8  1.2 

 5.
0 

 3.2 



 Neutr
al 

 10.4  53.3  2.5  1.7  2.8 

 9.
8 

 8.7 



 Disgu
st 

 10.6  2.0  68.6  6.2  2.2 

 5.
8 

 3.3 
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 Fear  4.3  1.5  4.2 

 70.
4 

 1.5 

 4.
6 

 13.5 



 Happ
y 

 1.0  4.5  1.7  0.6  72.8 

 1.
1 

 6.0 

 Sad  9.2  13.0  4.4  5.8  1.3 

 61
.7 

 3.6 



 Surpr
ise 

 2.8  3.4  1.7 

 18.
9 

 1.2 

 1.
7 

 69.9 

4. Conclusion 

In this paper, a CNN structure is proposed to deal with the FER problem by using SIFT 
features and large-scale dataset. The use of a huge number of images and the diversity 
in the background, head pose, occlusion, and illumination conditions in AffcetNet can 
help the trained CNN to work well with a similar database which was well tested and 
documented. Although the recognition rates are rather high when considering the 
complexity of the dataset, in order to have a better result, the further studies will focus 
on combinations of additional features, with new training algorithms or new network 
models.  
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Abstract. The Electrocardiography classifier is an essential tool for helping 
doctors in diagnosing early heart problems. This paper proposes with an 
electrocardiography classifier for analyzing accuracy in case of non-long-tail 
effect. Data are obtained from MIT-BIH arrhythmia database. Therefore, a 
discrete wavelet transform decomposition algorithm is employed for feature 
extraction and a principal component analysis is used for dimension reduction of 
data. In addition, the heart beat can be classified using a neural network method. 
In order to evaluate the classifier accuracy, the confusion matrix and Receiver 
Operating Characteristic curve are applied. 
Keywords: Principal component analysis, Discrete wavelet transform 
decomposition, Neural networks, confusion matrix and Receiver Operating 
Characteristic curve. 

1 Introduction 

In recent years, dead people due to heart disease have fast increased. Early diagnosis of 
arrhythmia is very necessary for doctors. Electrocardiography (ECG) shows the 
electrical activity of heart changes over time through displaying on a screen or paper 
pages for presenting ECG data. Therefore, doctor can show clinical diagnosis of heart 
disease based on the ECG graphical presentation with waveform characteristics P, Q-
R-S, T [1]. In this waveform, some of characteristics such as PR interval, PR segment, 
QRS complex interval, ST segment, ST interval, QT interval, and RR interval contains 
features of ECG data that doctor can use for diagnosis. 

The noisy component in ECG data needs to be considered. In particular, noisy source 
in ECG data is from all of leads and the variety of frequency bands of the system. Thus 
ECG data need to be removed the noisy component by using filters. Some algorithms 
for removing ECG noise is often used such as baseline wander, low pass and high pass 
filters, wavelet filter, and discrete wavelet transform [2,3]. 

ECG data after removing the noisy component is converted into one beat, in which each 
heart beat is considered as one feature. Because dimensions of feature are large, some 
techniques are applied to reduce the feature dimensions. In particular, the techniques 
applied for dimensional reduction often are Principal Component Analysis (PCA), 
Independent Component Analysis (ICA) and Linear Discriminant Analysis (LDA) 

mailto:11141013@student.hcmute.edu.vn
mailto:1627003@student.hcmute.edu.vn
mailto:nthai@hcmute.edu.vn
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[4,5]. The new ECG data with the low dimension will allows the action of classifier 
faster. 

To determine the heart beat type, a classifier is applied for recognition. The classifier 
for recognition of ECG data can be one of the following kinds such as Support Vector 
Machine (SVM), Neural Networks (NNs), fuzzy logic, Hidden Markov Model (HMM) 
[6,7]. The ECG feature after dimensional reduction will be employed for training the 
classifier. In particular, a part of ECG feature will be used for testing in the classifier. 
Moreover, some algorithms are utilized for testing the classifier such as confusion 
matrix, accuracy index, and Receiver Operating Characteristic (ROC). 

2 Materials and Methods 

2.1 A. Heart beat database 

ECG data for research is obtained from MIT-BIH data-base [8]. The ECG data have 48 
ECG signals corresponding to 48 patients and are converted into each ECG heart-beat 
containing QRS complex. In addition, each ECG heartbeat has 200 samples, in which 
100 samples in the left side and 99 samples in the right side of R peak. Basically, ECG 
signal has five heart disease types and every heart disease is considered as one class. 

Table 43. ECG data for experiment 

 Class 1 Class 2 Class 3 Class 4 Class 5 Total 
Original ECG data 90249 2776 7226 802 6906 107959 
ECG data with random 
extraction in each class 802 802 802 802 802 4010 

ECG data with small class 
duplicated 90249 90249 90249 90249 90249 451245 

ECG data has 2 channels and it is measured with difference leads (LMII, V1, V2, and 
V5). In this paper, only data on lead LMII is considered. In particular, the normal beat 
(class 1) is too large but another class is small, so the long-tail effect is always existed 
in classification [9]. ECG data is considered in two situations: Firstly, large ECG data 
will reduce randomly to equal to another class; Secondly, the class of small ECG data 
will be duplicated to equal to large class as shown in Table 1. 

2.2 Discrete Wavelet Transform Decomposition algorithm 

For extraction of feature of heartbeat disease, a Discrete Wavelet Transform 
Decomposition (DWTD) algorithm is applied. In particular, the DWTD coefficients of 
the ECG heartbeat are obtained, including detail coefficient and approximate 
coefficient and these coefficients are de-scribed as follows: 
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in which a1 and d1 are obtained when x[n] passes through the low pass filter and high 
pass filter. After that, a2 and d2 are obtained when a1 passes through the low pass filter 
and high pass filter again and it is similar for others.  

in which, aj, dj are the approximate and detail coefficient at the jth level. 
       x[n] is the ECG heartbeat. 
       h(2k-n), g(2k-n) is the low pass, high filter. 
       N is the length of x[n]. 

In this paper, the Mayer wavelet function (dmey) is applied at the 4th level and the 
approximate coefficient a4 and detail coefficient d4 are the features of ECG heartbeat. 

2.3 Feature Dimensional Reduction and Classifier 

The ECG heartbeat feature is reduced the dimension using the PCA algorithm for high 
accuracy. After reduction of the dimension, six approximate coefficients and six detail 
coefficients are considered as twelve ECG features used for training and testing. 
In this paper, the PCA algorithm is applied for reducing dimensions of ECG data after 
the DWTD. Therefore, In the PCA, the covariance matrix C is calculated as follow: 

 ( )( )TC x x x x    (2) 

in which, x  is a mean vector of x. 

The matrix of eigenvectors U and diagonal matrix of eigenvalue D is described as 
follows: 

 
1U CU D   (3) 

ECG data after reducing the dimension is obtained as the following equation: 

 [ ( ) ]T T Ty U x x   (4) 

where y is one ECG data after using the PCA. 

To identify the heartbeat type, a neural network algorithm is employed. The neural 
network model has three layers, including one input layer, one hidden layer and one 
output layer. In particular, the input layer consists of twelve neurons corresponding to 
twelve ECG features, the output layer has six neurons corresponding to six classes of 
the heartbeat type and the hidden layer uses ten nodes. In this neural network model, an 
error back-propagation method is utilized to update neural network weights. Thus, the 
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maximum value of a Mean Square Error (MSE) method will be set 0.0001 and it is the 
error between the desired response and the actual response. 
 

 
Fig. 137. The block diagram of the propose method 

In order to classify ECG data, steps are shown as in Fig. 1. In particular, in the first 
stage, ECG data is split into heartbeats, the second stage is that ECG data feature 
extraction is executed using the DWTD algorithm, the next stage means that the ECG 
data dimensions is reduced using the PCA algorithm, and at the final stage, the neural 
network is employed to classify ECG heartbeats. 

3 Result and Discussion 

Features of ECG data are extracted using the DWTD with Mayer wavelet function, in 
which Approximate coefficients and detail coefficients at fourth level is obtained. The 
original ECG heartbeat, approximate coefficient (a4) and detail coefficient (d4) are 
described in Fig. 2. 

   
Fig. 2. Original data, 

approximate (a4) and detail 
(d4) 

Fig. 3. The accuracy of the 
classifier 

Fig. 4. Sum of the cumulative 
distributions of the relative 

weights 

The ECG features of a4 and d4 consist of 214 samples corresponding to 214 dimensions 
of ECG data. To reduce the ECG data dimensions, the PCA algorithm was applied in 
this research. Fig. 4 shows the sum of the cumulative distributions of information with 
Approximate coefficient a4. In particular, the principal information in six first features 
of a4 is about 96.5% compared to the whole information. After reducing its dimensions, 
coefficients of a4 and d4 are twelve dimensions which are considered as the ECG 
features in the classifier. Therefore, the neural network with twelve input neurons is 
applied for calculating the accuracy (ACC) of classifier as follows: 

 TP TNACC
TP FP TN FN




  
 (5) 

in which parameters are defined as the True Positive (TP), True Negative (TN), False 
Positive (FP), False Negative (FN). 

ECG 
data

Feature 
Extraction

Dimension 
Reduction

ECG 
Classification
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The ECG heartbeats are classified for evaluating the performant of classifier and a 
confusion matrix is described as in Table 2. 

Table 2. Structure of the confusion Matrix 

Predicted    

True condition  
 Positives Negatives 

Positives True positives (TP) False positives (FP) 
Negatives False negatives (FN) True negatives (TN) 

 

Table 3. The accuracy of classifier in case of ECG data with large class is extracted randomly 
Training (%) 10 20 30 40 50 60 70 80 90 
Testing (%) 90 80 70 60 50 40 30 20 10 
ACC (%) 66.0 69.0 70.4 76.9 75.2 75.3 73.9 66.0 69.0 

Table 4. The accuracy of classifier in case of ECG data with small class was duplicated 
Training (%) 10 20 30 40 50 60 70 80 90 
Testing (%) 90 80 70 60 50 40 30 20 10 
ACC (%) 80.7 82.8 83.1 82.7 84.2 83.9 84.1 85.1 84.5 

In this paper, the training and testing data are designed as in Table 3 and Table 4 for 
evaluation of the accuracy. In particular, In Table 3, the ECG data in large class 
(situation-1) is extracted randomly to equal another class. Because of the number of 
heartbeats in each class is small, the accuracy of classifier is low. While the ECG data 
in small class (situation-2) is duplicated for equal to large class, so the accuracy of this 
classifier is higher as described in Table 4. In addition, both cases above are recognized 
as the long-tail effect which is cancelled. 

 
Fig. 5. ROC curve of classifier in situation-1 

 
Fig. 6. ROC curve of classifier in situation-2 

From Table 3. the accuracy of two classifiers are described in Fig. 3, the blue line with 
the accuracy in case of ECG data is extracted randomly in each class and the red line 
with the accuracy of ECG data is duplicated. As a result of the classifier, the accuracy 
of the ECG classifier of situation-2 is higher than that of situation-1. 

In addition, the ROC curves of classifiers shown in Fig. 5 and Fig. 6 of Situation-1 and 
Situation-2 are to present the true positive rates and compare them together for 
evaluation. While authors of research in [5] just shows the high accuracy of classifier, 
but the number of heartbeat in each class is not mentioned. The original data in Table 
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1 shows that the number of normal heartbeats (in class 1) is 83.5% of the total heartbeat. 
Therefore, the long-tail effect still exists on the classifier. In this paper, ECG data on 
each class is equal, so the distribution of ECG data on each class is similar to the 
classifiers as shown in Fig. 5 and Fig. 6. 

4 Conclusions 

The DWT algorithm was applied for feature extraction of ECG data from MIT-BIH 
database in this study. Therefore, the PCA algorithm was applied to reduce the number 
of dimensions of feature vectors for accurate evaluation. The ECG heartbeats were 
classified using the neural network. The experimental results showed the better 
performance of the classifiers of two situations and the distribution of ECG data 
between classes. In addition, the accuracy of the classifiers with the non-long-tail effect 
by duplicating ECG data is a little lower long-tail effect, but the distribution of ECG 
data between classes is better. 
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Abstract. This paper proposes with a Discrete Wavelet Transform (DWT) 
method to extract features for iris recognition. In particular, Daugman’s Integro 
- differential operator is applied to extract iris image from human eye image and 
the iris image is analyzed to extract features using the DWT for iris recognition 
of one person. From the iris features, a threshold method is proposed to estimate 
similarity between irises of people for recognition of one corresponding person. 
Results show that contribution of this research illustrates the effectiveness of the 
human recognition method. 
Keywords: Iris recognition, Discrete wavelet transform, biometrics, Daugman’s 
Integro - differential operator. 

1 Introduction 

In recent years, man systems for human identification based on signals or images have 
been developed with increased reliability. In particular, different ways of identification 
of voices, faces, obstacles, eyes and others people have attracted researchers [1, 2]. 
Identification of iris part in human eye image for recognition of one corresponding 
person is one interesting issue. 

Biometrics are the reliable and secure instrument for access control systems and 
physical assets provided by individual characteristics or based on physiological or 
behavioral characteristics [3, 4]. Related to human recognition of characteristics, 
particularly the physiological characteristics are iris, fingerprint, face and hand 
geometry or behavioural characteristics consist of voice, signature, gait and keystroke 
dynamics [5, 6]. Moreover, methods can be applied for biometric recognition based on 
properties and they cannot be forgotten or stolen like traditional authentication such as 
passwords or PIN’s [7, 8]. 

To successfully perform iris recognition, iris segmentation in eye image is a very 
important [9]. Two methods, which are often used for iris segmentation, are Wildes 
method and Daugman’s one. In particular, Wildes proposed the iris segmentation with 
two steps: firstly, eye image is converted into binary image base on gradient of 
intensities of the pixels in an iris image; the secondly, the iris inner and outer borders 
are detected using Hough transform [10]. Daugman’s algorithm is an integro 
differential operator that allows to search over an eye image for the circular pupil and 
borders of the iris image [11]. Therefore, the circular edge is detected for determining 
parameters of circular border. 
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The performance of an iris recognition system is affected by iris features. In recent 
decade, 2D Gabor filters developed by Daugman have been applied for filtering noises 
of images. Therefore, Wavelet transform algorithm are employed for feature extraction 
[12]. It means that this is one of the methods is applied for improvement of the human 
iris recognition system. Some other research results showed that the method of 
identifying human iris is highly accurate compared to that of biometric fingerprint 
identification. In particular, the structure of the human iris has 240 distinct 
characteristics compared to only 20 to 40 fingerprint recognition features [13]. It means 
that using the structure of the iris for recognition is more accurate than that of the 
fingerprint. 

In this paper, the threshold method is proposed to estimate iris recognition of people 
based on eye images. In addition, this research shows statistics of many iris images of 
different people and between two eyes of one human for estimating the effectiveness of 
the proposed method. This paper is organized as follows: Section 2 describes the 
materials and methods related to the DWT and DIDO, in Section 3, results and 
discussion of iris recognition are obtained, Section 4 provides the overall conclusion. 

2 Materials and Methods 

 
Fig. 138. Block diagram of iris recognition 

The collection of eye image with iris for identification is one of the major challenges 
due to requiring its high-quality image and they are not obscured by human eyelashes. 
In addition, in this research, the eye image database with iris is obtained from the 
website of the organization of Biometrics Ideal Test (CASIA-Iris-Interval) and there 
are 249 persons with one left eye or one right eye only. Which each eye image with an 
iris has the resolution of 320x280 pixels. From these eye images, an iris image of each 
eye image needs to extract for recognition, then the methods of normalization and 
feature extraction for estimating and decision are employed as shown in Fig. 1. 

2.1 Extraction of iris image 

The algorithm of Daugman’s Integro-Differential Operator (DIDO) [5] is applied to 
find an iris image in an eye image as described: 

Collection of 
eye images 

Extraction of iris 
image 

Normalization 
of iris image 

Feature 
extraction 

Choosing 
Threshold Decision 
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where (x, y)I  is the intensity of the pixel at coordinate (x, y)  in the iris image, r  
denotes the radius of the various circular region with the center coordinate at 0 0(x , y ) , 
  is the standard deviation of the Gaussian distribution, (r)G  denotes the Gaussian 
filter of the scale sigma ( ), 0 0(x , y )  is the assumed centre at the iris coordinate and 
s  is the contour of the circle determined by the parameters of 0 0(r, x , y ) .  

In Daugman’s Operator, a Gaussian filter is employed to make smooth image and to 
reduce noise of eye image. In order to find an iris image in an eye image, one needs to 
set up parameters as described in Table 1. From these parameters, circles of pupil and 
iris are drawn as shown in Fig. 2. Therefore, in order to calculate the iris, the iris image 
needs to be normalized by using the model as shown in Fig. 3. 

 
Fig. 139.  Representation of finding an Iris image in an eye image 

Table 44. Description of parameters of finding the iris image 

 X coordinate Y coordinate Radius 

Pupil 142 159 34 

Iris 152 152 109 

2.2 Normalization of iris image 

After determining the iris area in the eye image, all iris images need to be resized for 
comparison. The spatial conflict between eye images is mainly due to dilated iris from 
different lighting levels. In particular, the main causes of inconsistencies include the 
projecting distance, the rotations of the camera and the eye in the eye socket. Thus, the 
normalization of iris image is necessary and the normalization process will produce the 
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same irregularly shaped iris areas. With this iris normalization, two images with the 
same iris under different conditions will have the same structure at the same locations. 

 
Fig. 140. Daugman’s rubber sheet model 

The homogenous rubber sheet model was devised by Daugman [14, 15], in which each 
point within the iris region corresponding to a pair of polar coordinates is (r, ) , where 
r  is on the interval [0,1] and θ is the angle of [0,2 ] . This model allows to convert an 
iris image into a homogenous rubber sheet image as described in Fig. 3. From this 
model, the rubber sheet used for remapping of the iris image can be represented as 
follow: 

 ( ( , ), ( , )) ( , )I x r y r I r    (21) 

where 

 ( , ) (1 ) ( ) ( )p lx r r x rx      (22) 

 ( , ) (1 ) y ( ) y ( )p ly r r r      (23) 

 
Fig. 141. Normalization of the iris image 

From Operator (2), an iris image is calculated and normalized to be a rubber sheet 
image as shown in Fig. 4. Therefore, all iris images after normalization are calculate to 
extract features for iris recognition. 

2.3 Discrete wavelet transform algorithm for feature extraction 

The Discrete Wavelet Transform (DWT) algorithm id applied to analyze features in iris 
regions into components appearing at different resolutions [16]. The DWT allows to 
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collect coefficients for extracting features of iris images. Therefore, the coefficient 
output of the DWT is encoded to provide a compact and distinctive representation of 
the iris model and its equations are described as follows: 

 
1 1

0 , ,
1 1

1W (j ,m,n) I(x, y) (x, y)
M N

j m n
x yMN 
 

 

   (24) 

 
1 1

, ,
1 1

1W I(x, y) (x, y), , ,
M N

i i
j m n

x y
i H V D

MN 
 

 

   (25) 

where I(x,y) is the normalization iris image with MxN pixels, 2JM N  , 
0,1,2,..., 1j J  ; , 0,1,2,...,2 1jm n   . 0j  denotes the random starting scale and is 

commonly chosen to be 0 0j  . 

 
Fig. 142. An Iris image is analysed using the discrete wavelet transform. 

Fig. 5 shows the result of the iris image using the DWT with Harr function, in which 
the approximate image contains features. After extracting features, the iris image needs 
to be encoded in binary. Thus, the DWT algorithm was employed at level-2 to produce 
three coefficient components H, V, D which can be utilized for binary coding by using 
the following equation: 

 
(i) 0, (i) 0
( ) 1, (i) 0

C C
C i C

 


 
 (26) 

where C represents the iris feature space after the DWT, C= {LH3, HL3, HH3} after 
the DWT with level 3, and C(i) is the element of C. 

2.4 Threshold algorithm for iris identification 

From features of the iris image, the Hamming Distance (HD) indicates the number of 
bits that are the same between two bit patterns. Using the HD of the two bit patterns, 
one decision can be made whether two samples of different irises or from they are the 
same iris. It means that when one compares between samples A and B, the HD(A, B) is 
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defined as the sum of the bits not to be the same per the total number of bits of a sample 
and its equation is described as follows: 

 
1

1(A,B)
n

j j
j

HD A B
N 

   (27) 

in which N is the size of an iris feature code, A and B are denoted as different iris feature 
codes, jA  and jB  are corresponding bits of the iris feature codes. 

For evaluating the similarity of two iris samples, the Similarity Degree (SD) method 
is applied and its equation is defined as follows: 

 (A,B) 1 ( , )SD HD A B   (28) 

In general, the SD and HD are the same, but the SD is the same direction to the 
similarity of the two irises. Finally, the threshold T is employed for estimating, 
particularly if (A,B) TSD  , then A and B comes from an iris and else that is not. 

3 Results and Discussion 

In this research, each iris of one person is encoded to be S1011L08, in which S1011 is 
assigned a person; letters of L or R are assigned to be the left iris or right iris; 08, 09 or 
02 is the number of the sample. Therefore, the algorithm was applied to calculate values 
of SD on the iris images and one is based on it to estimate and make decision. The 
results in Table 2 show that the SD value of Iris from two eyes is always less than 0.625, 
so the threshold T=0.625 can be installed to identify matching. In particular, the SD 
values, which are smaller than T, mean that two iris images are estimated not to be the 
same and inversely it is the same. Therefore, to be able to select an optimal T threshold, 
the database with different iris samples is large. 

Table 45. The results of matching iris images of the left eye images between different samples 

Images Matching 
Results 

 
Iris A-S1011L02 

 
Iris B-S1011L09 

SD=0.628 

 
Iris A-S1011L02 

 
Iris B-S1011L08 

SD=0.6308 
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Iris A-S1011L09 

 
Iris B-S1011L08 

SD=0.6276 

 
In case of two irises of different people as shown in Table 2, in which the SD values 

are considered differently for recognition. In similarity, Table 3. shows matching an iris 
image compared with that of other iris images corresponding to the different SD values. 

Table 46. The results of matching iris images with different people. 

Image Matching 
Result 

 
Iris A- S1011L02 

 
Iris B- S1019L01 

SD=0.6176 

 
Iris A-S1011L08 

 
Iris B-S1019L01 

SD=0.6215 

 
Iris A-S1011L02 

 
Iris B-S1016L02 

SD=0.6201 

 

In Table 4, two iris images show the difference in structure of the left and right iris 
images of one person corresponding to one SD value. 

Table 47. The results of matching with left iris with right iris of a person. 

Image Matching 
Result 

 
Iris A- S1011L02 

 
Iris B- S1011R02 

SD=0.6184 

 
From the above results, with SD=0.6184 < T, it shows that there is the difference in 

the structure of the iris images between the left and the right iris images. Therefore, one 
can be based on this difference to identify one typical person with higher accuracy. 
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In this paper, the proposed method of iris recognition showed that using the iris 
structure for human recognition is useful and needs to develop in the future. In this 
research, the feature extraction for recognition was worked out using the DWT based 
on the DIDO model and its simulation results showed the effectiveness.  

4 Conclusions  

In this research, an iris recognition system was applied to analyze the iris features of 
human for recognizing a typical person. In particular, the DIDO model was used to 
extract iris image from eye image for feature extraction and the DWT algorithm was 
employed to determine the iris features for identification. The threshold method was 
utilized to exactly determine the iris feature for finding the corresponding person. 
Simulation results are that one T threshold suitably chosen allows to determine 
difference between two right and left irises of one person, as well as between two irises 
of two persons. These results mean that the proposed method is the effectiveness and 
the basic step for development of iris identification with more optimal methods. 
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Abstract. The biometric technologies have long been used for identification and 
authentication purposes; and fingerprint is one of the most widely used biometric 
technologies. In medicine and healthcare applications, biometric systems are used 
to identify patients and retrieve crucial medical records. In this paper, we propose 
a fingerprint singularity detection algorithm based on a very well-known pattern 
recognition technique. The successfully developed algorithm was tested for 
different fingerprint image resolutions, noise levels, and it was directly compared 
to the traditional technique, Poincare index which is the scalar values 
representing the geometrical behavior of basic patterns. The test of the proposed 
algorithm shows the outperformed results in both the high noise and low 
resolution images. Especially, the descriptors can be extracted directly from the 
suspect original and sample fingerprint images. The proposed method is therefore 
robust and can be adopted to any special descriptors rather than the pure core and 
delta points. With the recent advancement in data science, the successfully 
developed algorithm is potential for development of innovative biometric and 
medical applications, especially for telehealth and e-health systems. 
Keywords: Biometrics, Poincare index, Singularity detection, Medical records, 
Patient identification. 

1 Introduction 

Patient’s privacy and data are the first and foremost important issues in today’s 
healthcare, and security of Electronic Health Records (EHRs) which are the most 
vulnerable and tempting targets to cyber-attacks. To access confidential EHRs, the 
security systems for human authentication are normally used, including iris, DNA, 
voice recognition, fingerprint, retina and finger vein [1, 2], in which the fingerprint is 
one of the most widely used and well researched [3]. The use of fingerprint 
authentication to safeguard privacy and grant access to EHRs has been successfully 
developed and applied in healthcare [1, 4]. Generally, the applications of biometrics 
such as fingerprint in healthcare include: (1) to fight against health care fraud and abuse; 
(2) to manage and protect confidential EHRs; (3) to identify patients, especially for 
cases in which unconscious individual could be identified, and for speeding up patient 
intake and improving record accuracy, as well as preventing the duplication of medical 
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records and potential medical record errors; (4) to safely operate medical facilities and 
equipment; and (5) to have a continuous and secure access to EHRs, especially in the 
cloud-based telehealth and telemedicine. There is an emerging need to enhance the 
security, effective managements and use of patient data and medical records, especially 
in telehealth, management of confidential medical records, and e-health systems.  

This study aims to investigate the use of fingerprints for biometrics and medical 
applications, in which the fingerprint singularity detection method is used to correctly 
locate the singular points (core and delta points) of a fingerprint image for the 
fingerprint recognitions, based on the moment invariant which is an excellent 
technique for pattern recognition and classification.  

In fingerprint singularity detection, the global structure of the fingerprint image is 
required and usually represented as a direction field or orientation field (OF) [5]. The 
pattern around a singularity has its unique structure and can be prescribed as flow 
template [6]. These special structures are used to allocate type of singularity and its 
location [7]. There is a huge number of well-documented methods used to identify 
singularities of fingerprint images [8], especially the Poincare index method [7]. Major 
methods work well for high quality images; however, when the images include high 
level of noises or irregular structures, spurious points are obtained [9]. Several methods 
such as phase portrait analysis [10] or Poincare index are suffered from fixed size of 
searching window; consequently, the singularities near boundary image are unable to 
detect [11]. Moment invariants [12] are properties of connected regions in binary 
images that are invariant to translation, rotation and scale. The use of moment invariants 
to determine the singularity of a fingerprint image has not been well investigated and 
applied, especially for development of algorithms to detect the singularity of fingerprint 
images.  

The rest of the paper is organized as follows. Section 2 presents the procedure to 
extract the orientation field (OF) of fingerprint images. The moment invariant 
formulation for the resulted OF is presented in Section 3. The proposed fingerprint 
singularity detection algorithm is presented in Section 4. Finally, Section 5 presents the 
test results, conclusions and brief discussions. 

2 Estimation of the orientation fields 

The flow patterns established by the ridge and valley of fingerprint images are 
represented by bi-direction vector fields (VFs) or orientation fields (OFs). Usually, the 
ridge orientation ranges from 0 to π. Conveniently, the range of orientation is defined 
in [-π/2, π/2]. A number of methods have been proposed to extract the OF from the 
fingerprint images [5]. A robust and efficient method to noise images proposed in [13] 
is used to extract the OFs of fingerprint images in this study. For a given normalized 
image I(x, y), five steps (S1 to S5) to evaluate the orientation at pixel (x, y) are  presented 
as follows: (S1) A block size W×W is centered at (x, y); (S2) For each pixel in the block, 
compute the gradient ( , ) and ( , )x yI x y I x y  ; (S3) The local orientation ( , )x y  then 
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can be estimated using the equations: 1 ( , )1( , ) tan
2 ( , )

y

x

V x y
x y

V x y
   where 

2 2

2 2

( , ) 2 ( , ) ( , )

W Wx y

x x y
W Wu x v y

V x y I u v I u v
 

   

    and 
2 2

2 2

2 2

( , ) ( , ) ( , )

W Wx y

y x y
W Wu x v y

V x y I u v I u v
 

   

    ; 

(S4) Smooth the OF in a local neighborhood using the Gaussian filter to correct the 
corrupted orientation which is resulted from noises; and (S5) Finally, the orientation at 

the pixel (x, y) now can be re-assigned as: 1 ( , )1( , ) tan , where ( , )
2 ( , )

x
x

y

U x y
x y U x y

U x y
 

and ( , )yU x y  are the components of the continuous vector field with the Gaussian filter. 
Examples of fingerprint orientation extractions and estimations are presented in Fig.1.                  

       

 
Fig. 1. Fingerprint orientation field extraction 

3 Formulation of the moment invariant 

Let us represent the orientation of the ridge at the location ( , )x y  by a unit vector 
( , )x yv v  and express it in form of a complex number x yV v iv  defined in the 
reference coordinate system. The “argument” of the complex number is defined by 

 1tan / ,if 0,
( , )=

/ 2,otherwise.
y x xv v v

x y


 



. Clearly, ( , ) ( , )x y x y     and 

( , ) ( , )x y x y    . Therefore, ( , )( , ) i x yf x y e   is “flip invariant” and can represent 
the OF. A complex moment pqc  is defined by [12]:
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( ) ( ) ( , )p q
pqc x iy x iy f x y dxdy

 

 

    . We replace the integral 
 

 

  by an integral 

over a sampling circle with the radius sR . In the polar coordinates 
2
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p q i p q
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. 

 Finally, Flusser [12] derives a set of independent moments of the order  
2p q   as follows: 2 3

2 01 00 02 11 02 10 02 20 02{c ,c c ,c c ,c c ,c c }.  The moments are 
considered as a feature vector in a multi-dimensional space. In order to identify the 
patterns a straightforward test is applied to compare a vector 2  with a template 
vector 2,pattern  and an identification threshold ζ  is introduced [14,15].  

4 Algorithm for detection of singularity of fingerprint images 

The proposed algorithm is presented as follows. 
1. Generation of a singularity template. From a set of fingerprint images with well 

defined singularities, a sample of patterns centered at the singularity pixels with 
different radiuses is selected for each type of singularity. Moment invariant vectors 
are evaluated, averaged, and stored as template vector 2,pattern .  

2. Calculation of the pyramid moment invariant. For an input fingerprint image of size 
M × N. Define a moving square window centered at (x, y) with the radius k. For each 
position (x, y), a sequence of moments ,

k
x yB  is evaluated. The increasing radius of 

the window min max,...,k k k  creates a pyramid structure [16].  
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3. Calculation of the similarity pyramid. For each type of singularity, a same structure 
of pyramid moment is constructed by replacing the value in each cell by the 
Euclidean distance between the vector in the cell and the template vector.  

4. Detection of singularities. The pyramid moment is expressed in a matrix form and 
sorted in descending order of similarity (higher similarity means lower the distance, 
thus closer matching pattern). An 1   threshold cut-off level is performed. A new 
set of 1  similarity with different window sizes is obtained. Now, the obtained set 
is sorted by descending the order of a window radius. The similarity value 
corresponding to the smallest window size will again be used as the minimum 
similarity threshold, 2 . Remove any rows that have a similarity smaller than 2 . 
The process is repeated until the singularities are found.  

5 Results, discussions and conclusions 

The proposed fingerprint singularity detection algorithm was successfully developed 
and it was then verified by using two common sources of data bases FVC2002/DB1 
and FVC2002/DB2 [17]. The data DB1 is used for the singularity template extraction. 
The searching window radius is selected from 10 to 50 with the increment size 10. The 
proposed algorithm and the Poincare index method were then tested using both 
databases. The experiment results are shown in Table 1. Note that the size of the OFs 
can be defined for appropriate image resolutions and to reduce the computational cost. 

Table 48. Experiment results:  A singularity detection rate. 

 
DB1 DB2 

Core Delta Core Delta 
Actual value 80 34 79 60 
Poincare Index [7] 80 27 73 47 
Moment Invariant 80 33 76 55 
PI – detection rate (%) 100 79.4 92.4 78.3 
MI– detection rate (%) 100 97.0 96.2 91.6 

 
        (a) 

         
 (b) 
Fig. 2. (a): Core and delta detection. (b): Detection of a singularity closed to the image boundary.   
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Figure 2 presents the core and delta detection examples. The obtained results show 

that the moment invariant algorithm in this study outperforms the Poincare index and it 
is able to detect the singularity that is very closed to the image boundary (Fig. 2b).  

In conclusion, the fingerprint singularity detection algorithm was successfully 
developed and tested for different fingerprint image resolutions and noise levels. The 
proposed algorithm is robust and can be adopted to any special descriptors rather than 
the pure core and delta, with potentials for biometrics and medical applications. The 
outcome of a study is directly used for further development of a complete fingerprint 
authentication system to safeguard privacy and grant access to EHRs, aimed to enhance 
the security as well as effective managements and use of patient data and medical 
records in telehealth, management of confidential medical records, and e-health 
systems.  
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Abstract. The pancreas is one of important organs in human body. The pancreas 
segmentation from medical images is a difficult task. Because adjacent organs 
have the similar intensity values. In this paper, we proposed a new method for 
pancreas segmentation in bandelet domain. Our method includes two stages. 
Firstly, applying the Gaussian mixture model for foreground and background is 
estimated using marked pixels by the user in bandelet domain. Finally, that is 
pancreas segmentation in medical images in the first stage by objcut. Our dataset 
is pancreas images that have been collected in many hospitals. We undervested 
the proposed method by calculating the Jaccard index values. The results of the 
proposed method are better than the other recent methods. 
Keywords: Pancreas segmentation, Gaussian mixture model, Bandelet 

1 Introduction 

Located deep in the abdomen, the pancreas is a long, flat organ where enzymes and 
hormones are produced that support digestion. These enzymes are secreted into the 
small intestine, where they help break down protein and fat after they have left the 
stomach. Therefore, pancreas segmentation is hard work and challenge. In recent years, 
many methods have been built to pancreas segmentation [1]. Shimizu [2, 4] proposed 
an automatic pancreas segmentation method from contrast-enhanced multiphase 
computed tomography (CT). Marius [3] uses liver and spleen as starting points for 
detection of splenic. Shimizu [5] proposed pancreas segmentation using atlas-guided 
segmentation and level-sets. However, each method has strengths and weaknesses. In 
this paper, we propose a new method for pancreas segmentation in bandelet domain. 
Our method includes two stages. Firstly, applying the Gaussian mixture model for 
foreground and background is estimated using marked pixels by the user in bandelet 
domain. Finally, pancreas segmentation in medical images in the first stage by objcut. 
Our dataset is pancreas images, which have been collected in many hospitals. We 

mailto:hientvu@tvu.edu.vn
mailto:ntbinh@hcmut.edu.vn
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underveste the proposed method by calculating the Jaccard index values. We use the 
Jaccard index (J.I) measure to calculate an extracted region and a true one. To evaluate 
the results, we compare the results of the proposed method and the results of Shimizu 
method [2] and Marius method [3]. The results of the proposed method are higher than 
the other recent methods. The rest of the paper is organized as follows: in section 2, we 
describe bandelet transform and details of the proposed method. The experiment results 
and conclusion are presented in section 3 and section 4. 

2 Pancreas segmentation in medical images in bandelet domain 

2.1 Bandelet transform 

Bandelets are adapted to a multi-scale geometry defined over the coefficients of a 
wavelet basis. The bandelets [6, 7] have optimal approximation results for 
geometrically regular functions. The bandelets are defined as smooth functions on 
smoothly bounded domains [6]. As bandelet construction utilizes wavelets, many of the 
results follow. Similar approaches to take account of geometric structure were taken 
for contourlets and curvelets. The bandelet decomposition is computed with geometric 
orthogonal transform. It has basis functions elongated along the singularity.  
A dyadic segmentation of wavelet coefficients and choice of a polynomial flow inside 
each square define a bandlet B(T). This bandlet depends on the geometry of the local 
flows. The bandelet is an orthogonal, multiscale transform [6, 8]. The bandelet 
decomposition is applied on orthogonal wavelet coefficients. It is computed with a 
geometric orthogonal transform. We consider a wavelet transform at a fixed scale 2j. 
The wavelet coefficients <f, ψjn> are samples of an underlying regularized function [9]. 

<f, ψjn>= f* ψj(2jn) where  j
1x ( 2 )
2

j
j x                         (1) 

 
Fig. 1. (a) A geometrically regular image. (b) Wavelet coefficients.  (c) A 
nondyadic segmentation into squares together with bands over each square 

crossing the singularities. (d) A dyadic subdivision of the coefficients together 
with a dyadic subdivision into bands. (source: [8]) 

The coefficients ψv[n] are the coordinates of the bandelet function bv € L2([0,1]2) in the 
wavelet basis. A bandelet function [8] is defined by  

( ) [ ] ( )v v jn
n

b x n x                                         (2) 
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It is a combination of wavelets and its support along a band as fig.1 [8]. Bandelets are 
as regular as the underlying wavelets. The support of bandelets overlaps in the same 
way that the support of wavelets overlaps [8]. This is particularly important for 
reconstructing image approximations with no artifacts. Figure 1 presents a combination 
of wavelets along a band and its support is thus also along a band. 
From an orthogonal wavelet basis with an orthogonal transformation, they are obtained 
from bandelets. Apply this transformation to each scale 2j, an orthogonal basis of 
L2([0,1])2 is defined as [8]:  

0
( ) { | ( )}

def

v v jj
B T U b B T


   ,    where    

0

def

jj
T U T


                      (3) 

2.2 Pancreas segmentation in bandelet domain 

In this section, we propose a method to segment pancreas from medical images based 
on Gaussian mixture model (GMM) in bandelet domain. The proposed method in 
includes two stages. Firstly, applying the GMM for foreground and background is 
estimated using marked pixels by the user in bandelet domain. Finally, that is pancreas 
segmentation in medical images in the first stage by objcut. The proposed method can 
be summarized as follows in figure 2. 
 
 
 
 
 
 

 

Fig.2. The process flow of the proposed method. 

From figure 2, the procedure for pancreas segmentation in medical images based on 
Gaussian mixture model in bandelet domain is as follows: 
(i) The medical image input is the CT image, which contains pancreas.  
(ii) Region information by GMM in bandelet domain. We got foreground and 
background, which are estimated from GMM method in bandelet domain. The image 
is a matrix. Each element in these matrixes is a pixel. The value of the pixel is intensity 
of these pixel. Let X is random value of the pixel. For probability model, support to 
have mixture of Gaussian distribution as [13]:  

𝑓(𝑥) = ∑ 𝑝𝑖𝑁(𝑥|𝜇𝑖 , 𝜎𝑖
2) 𝑘

𝑖=1     (4) 
where, k is the number of region and pi > 0 are weights and ∑ 𝑝𝑖 = 0

𝑘
𝑖=1 . For a given 

image I, the lattice data are the values of pixel and GMM is pixels base model. Pixel-
based background modeling update all pixel information every region. We find 
difference between adjacent pixels and boundary information. After that, we use 8-
pixels neighborhoods to connect the adjacent pixels together. 
(iii) Objcut to segment the pancreas from medical images. The objcut algorithm [10] 
was apply to segment pancreas with the input image I, a nonarticulated object category 
and the initial estimate of pose using edges and texture. 
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3 Experiments and results 

Experiments are developed in Matlab 2013a and carried out on computer of Intel core 
i7, 3.2 GHz CPU, 16 GB DDR3 memory. Our dataset is the medical images collected 
in many hospitals. There are 110 medical images with the sizes: 256 x 256 and 512 x 
512 in dataset. We test the proposed method, Shimizu method [2] and Marius method 
[3] by these above dataset. 
To evaluate the results, we computed the Jaccard index (J.I) between an extracted 
region and a true one [12], which were manually defined by a medical expert. 

𝐽𝐼(𝐴, 𝐵) =  
|𝐴 ∩𝐵|

|𝐴 ∪𝐵|
× 100                                                    (4) 

where, A is extracted region, B is true region. If A and B are both empty, we define 
J.I(A, B) = 100. The index ranges from 0 to 100%, with higher values representing 
better performance [11].  
We test on 110 medical images in the above dataset. In here, we only present two cases 
as figure 3 and figure 4. In addition, the value of J.I is every case, which is calculated.  
Figure 3 shows results for the original images and the result of the proposed method 
with others. Figure 3(a) is the original medical image. The result of Shimizu method 
[2] for pancreas segmentation is figure 3(b). The result of Marius method [3] for 
pancreas segmentation is figure 3(c) and of the proposed method is figure 3(d). In figure 
3(d), the J.I value is higher than the result in figure 3(b) and figure 3(c). Therefore, the 
result of the proposed method is better than the result of Shimizu method [2] and Marius 
method [3]. 
 

(a) Image original   
 

(b) The results of [2] 
(J.I = 83.56) 

 
(c) The result of [3] 

(J.I = 84.65) 

 
(d) Proposed method 

(J.I = 85.62) 
 

Fig.3. The results of pancreas segmentation by proposed methods and the other method. 
(a) The original medical image. 
(b) Pancreas segmentation by Shimizu method [2].  
(c) Pancreas segmentation by Marius method [3]. 
(d) Pancreas segmentation by the proposed method. 
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Figure 4 also shows results of the original images and the result of the proposed method 
with others. Figure 4(a) is the original medical image. The results of Shimizu method 
[2], Marius method [3] and the proposed method for pancreas segmentation are figure 
4(b), figure 4(c) and figure 4(d). In figure 4(d), the J.I value is higher than the result in 
figure 4(b) and figure 4(c). We see that, the result of the proposed method is also better 
than the result of Shimizu method [2] and Marius method [3]. 
 

 
(a) Image original (b) The results of [2] 

(J.I = 68.36) 

 
(c) The result of [3] 

(J.I = 69.21) 

 
(d) Proposed method 

(J.I = 70.36) 

Fig.4. The results of pancreas segmentation by proposed methods and the other method. 
(a) The original medical image. 
(b) Pancreas segmentation by Shimizu method [2].  
(c) Pancreas segmentation by Marius method [3]. 
(d) Pancreas segmentation by the proposed method. 

As the above presented, our dataset has 110 pancreas images. The average J.I value of 
all pancreas images is presented in table 1. 

Table 49. The average J.I value of three methods. 

Total of 
 pancreas 
 images 

The average J.I                               
 value of Shimizu 
 method [2] 

The average J.I               The average J.I  
value of Marius                 value of the  
 method [3]                   proposed method 

   110   75.342   76.268                                   77.274 

 
From table 1, we see that: the result of the proposed method is better than the other 
methods. The reason of the results of the proposed method, which are better than those 
of the other methods because the bandelets have optimal approximation results for 
geometrically regular functions (smooth functions on smoothly bounded domains). 
Therefore, the result of the region information by GMM in bandelet domain step is very 
clear and smooth. Moreover, the objcut segmentation step helps group regions in the 
image. 
Figure 5 also shows results for the original images and the result of the proposed method 
with others. From figure 5, the result of the proposed method is not better than the result 
of Shimizu method [2] and Marius method [3] in cases of blur images.  
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(a) Image original   

 
(b) The results of [2] 

(J.I = 56.27) 

 
(c) The result of [3] 

(J.I = 56.89) 

 
(d) Proposed method 

(J.I = 56.12)  
 

Fig.5. The results of pancreas segmentation by proposed methods and the other method in case 
of blur images.  

(a) The original medical image. 
(b) Pancreas segmentation by Shimizu method [2].  
(c) Pancreas segmentation by Marius method [3]. 
(d) Pancreas segmentation by the proposed method. 

As mentioned in section 2, we got foreground and background, which are estimated 
from GMM method in bandelet domain. If the medical images are very blur. The 
proposed method is difficult to get foreground and background. Therefore, the proposed 
method is effective. 

4 Conclusions 

Most people are only interested in the stomach, small intestine and colon but usually 
pay little attention to the pancreas. However, the pancreas is an important part of the 
digestive tract, which helps control blood sugar. The pancreas segmentation in medical 
image is a difficult task. In this paper, we proposed a new method for pancreas 
segmentation based on Gaussian mixture model in bandelet domain. Bandelets are 
adapted to a multi-scale geometry defined over the coefficients of a wavelet basis. It is 
combined with GMM to create region information. If the medical image is of high 
quality then the proposed method can be applied. The results of the proposed method 
are better than the other recent methods by calculating the Jaccard index values. In case 
the quality of medical images is low quality, the task of the pancreas segmentation is a 
challenge.  
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Abstract. Indoor positioning is widespread applications in health 
monitoring, navigation and other indoor position services. There are a 
variety of researches focusing on solving indoor position problems, but 
most of them are using the accelerometer to solve horizontal positions. 
Nevertheless, there are a lot of buildings and houses where people are 
using the elevator  to move among the floors. Hence, it is difficult to 
estimate the positions vertically when the users use the elevator in 
motion. This paper aims to integrate a barometer in indoor positioning 
system (IPS) for elevator motion recognition and proposes a new feature 
name “pressure standard deviation” from barometer recording data to 
distinguish among elevator up, elevator down, still, stairs up, stairs down 
to track the position of user in vertical axis. Our experimental results 
achieve 100% accuracy in distinguishing the state of elevator up, elevator 
down, still, stairs up, stairs down and estimate exactly and real-time in 
vertical axis. 
Keywords: Indoor Positioning System, Barometer, Elevator, Vertical 
Position, Pressure Standard Deviation. 

1 Introduction 
Activity recognition is important for widespread applications like IPS, patient 

tracking, health monitoring. Recently, most of the researches have focused on using 
acceleration data for activities classification. Nevertheless, the limitations of 
acceleration data are difficult to estimate the activities in vertical. Using built-in 
smartphone sensor like accelerometer, barometer, Global Positioning System (GPS), 
Wi-Fi, Bluetooth,… is more and more popular because these sensors are integrated in 
a smartphone. The GPS is unreliable for IPS because it is unstable in indoor 
environments. Using Wi-Fi and Bluetooth requires pre-installed system to emit and 
transfer the signal among the insides and between the inside and the outside. Hence, it 
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is not applicable for indoor positioning applications like firefighting and rescue because 
the pre-installed system may be destroyed by flame and heat from burning fire. 

In the Refs [1], [6] and [7], the authors proposed to use the accelerometer for state 
classification. The accelerometer is only suitable to estimate the states of walking, 
running and still state horizontally. The accelerometer reading in the vertical is not very 
different among in-elevator up, in-elevator down and still states. Furthermore, using 
accelerometer in stairs up, stairs down and walking classification achieves low accuracy 
because the accelerometer reading values are not very different in these states. 

The publication [8], [9] used barometer in vertical estimation, the authors proposed 
to integrate this sensor for measuring the pressure without eliminating abnormal parts 
in barometer reading. Hence, the reading values of the barometer will be affected by 
environment like weather, temperature and humidity and noise in sensor or the suddend 
change of air pressure. 

Based on the above limitations, this paper proposes to integrate barometer in our IPS 
and to add new feature “pressure standard deviation” to eliminate abnormal part in 
barometer reading. 

 
2 System Design 
2.1. The 3-DOF accelerometer 
The 3-DOF accelerometer is used to acquire the acceleration in three axis Ax, Ay 

and Az. This kind of sensor is also popular in outdoor positioning system [9-14]. 
Nevertheless, the accelerometer is only applicable to distinguish among activities like 
running, walking and still states by using the magnitude of acceleration as: 

 An = √Ax2 + Ay2 +Az2, (1) 
The acceleration data is difficult to recognize amongst still states, in-elevator up, in-

elevator down and walking stairs up, walking stairs down and walking on the floor. It 
can be seen that, the Fig.1 shows the acceleration (m/s2) of walking stairs up, walking 
stairs down and walking on the floor (see Fig.1). Also, it is difficult to distinguish 
among these states when using only the accelerometer for states classification. 

 
Fig.143. Acceleration magnitude of walking stairs up, walking stairs down and 

walking on the floor 
2.2. Barometer BMP180 and Map Information 
a) Barometer BMP180 



583 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

BMP180 is a sensor used to measure pressure and temperature. The temperature 
parameter supports to calculate the pressure of the environment because the pressure 
depends directly on the temperature, weather and humidity of the environment. Based 
on current measured pressure 𝑝 and the pressure at sea level𝑝0 = 1013.25 hPa to 
calculate the altitude by using the international barometric formula [5]: 

 
𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒 = 44330 ∗ (1 − (

𝑝

𝑝0
)

1

5.255
), (2) 

Based on the 𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒 value and map information (see Fig. 2b and Fig.3) we can 
estimate the vertical position of the user. Nevertheless, the barometer reading has always 
existed an abnormal signal (see Fig.2a), it leads to the wrong position estimation (see Fig. 
2) when we integrate barometer into an IPS without eliminating abnormal parts in the 
signal.The raw measured pressure data may cause the wrong prediction vertical position 
as the Fig.2: 

 
a) 

 
b) 

Fig.144. a) The raw measured pressure 𝑝 (mb) and b) the altitude based on the raw 
measured pressure 

b) Map Information 
All buildings need designing before constructing, and there are all parameters like 

the height of the building, the height of each floor, stairs and elevators positions…etc 
that are also clarified (see Fig. 3).  These are useful information to support for finding 
the position of users inside of the building. 

2.3. The Proposed Method 
a) System Design 
The proposed IPS integrates of a micro controller unit (MCU) STM32F103C8T6, a 

low-cost 9-DOF IMU MPU-9250 (9-axis Motion Processing Unit), a wireless data 
transmitter/receiver, a barometer BMP180 and other supporting sensors for data fusion. 

The Fig.4 is the flowchart of our proposed method. Firstly,BMP180 sensor will record 
pressure data. In order to find out exactly the pressure data, the sensor is integrated 
temperature sensor. Based on recorded data, we have proposed new feature “pressure 
standard deviation” to solve abnormal parts in recorded data. Then, basing on the 
changing of pressure to estimate in-elevator states and floor level. 

b) The Pressure Standard Deviation 
To detect the level of the floor, we uses the heightwhichis calculated from the 

processed pressure data by the formula (2). The data in each window are a group of 4 
barometer samples (baro(i), baro(i+1), baro(i+2), baro(i+3)). The pressure standard 
deviation algorithm is usedfor calibration data as Fig.5. 
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Fig.145. The map information of a building 

(the building height, floor height, elevators and 
stairs positions) 

 
Fig.146. The flowchart of our 

proposed method 
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Fig.147. The flow chart of our proposed “Pressure Standard Deviation” feature 
To eliminate abnormal signal recorded from a barometer, we proposes that: if 

abs(baro(i) - D)≤Th1 then baro(i) = baro(i)else baro(i) = baro(i-1). Then the altitude 
can be derived from the measured pressure as in (1). We can distinguish being still from 
being in a vertical motion state by calculating the difference of data after 2s. If the 
difference is larger than the threshold, it can be considered that the user is moving 
vertically. With the given building schematics, we are able to estimate the instant 
altitude of the user and which floor the user is currently in. 

3 Results and Discussion 
For the experiment testing, we carried out a test on 6 firefighters selected from The 

University of Fire Fighting and Prevention (UFFP) age range of 18- 22, height: 1.65m 
– 1.78m, weight: 65 kg – 79 kg. The volunteers recorded two types of data: walking – 
elevator up – walking - elevator down – walking and stairs up – stairs down. For each 
type of data, the volunteer would record 3 times. 

The Fig.6 and Fig.7 bellow illustrates the altitude and position of firefighters in 
vertical position 
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a) 

 
b) 

Fig.148.a) The measured pressure (mb) and b) The altitude (m) after using the 
“pressure standard deviation” feature in elevator up 

  
Fig.149. The altitude and vertical position of volunteer after using the “pressure 

standard deviation” feature in walking stairs up 
In Fig.6a, the volunteer carries our device and walks on floor 1, then uses the 

elevatorto move to floor 6 and walks on it. The achievement results in Fig.6 illustrates 
clearly of the states of walking – in-elevator up – walking from floor 1 to floor 6; a) the 
measured pressure (mb) b) the altitude (m). 

The result in Fig.7a is also very clear about the changing pressure and altitude among 
the floors. The proposed pressure standard deviation features will eliminate all 
abnormal parts in the signal (see Fig.6 and Fig.7). 

4 Conclusion 
In this paper, we proposed to use barometer integrated into an IPS and a new feature 

“pressure standard deviation” for states classification. The achievement results are 
significant improvements in states classification and floors estimation. In future work, 
we will combine recording data from IMU, Barometer and other supporting sensors for 
data fusion and build map information to enhance the performance of our proposed IPS. 
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Abstract. The study develops a prognostic model for the mortality prediction of 
patients with cardiovascular diseases in Intensive Care Units (ICUs), using 
clinical data, physiological measurements and vital signs during the first 48 hours 
after their admission. The model investigates the stochastic correlation of those 
data and the patients’ death, then identifies high-risk patients and their survival 
probability. Cox Proportional Hazards model is used to classify the patients as 
dead or survival with the accuracy measured by score 1 of 0.45 – the minimum 
of sensitivity and positive predictivity, which is 1.5 times better than that of the 
baseline ICU scoring system. Meanwhile, Lasso (least absolute shrinkage and 
selection operator) removes redundant variables and Regression analysis 
estimates the patients’ death time. The model contributes to healthcare prediction 
in terms of good classification, hybrid usage of data analysis, machine learning 
and signal processing for more insightful extraction of clinical features, fast 
response time and heterogeneous multivariate diagnosis in multidimensional 
dataspace, including temporal changes of time-variant physiological 
measurements. Ultimately, this work serves as a predictive indicator of patient 
status, helping physicians and clinicians get insight into each individual for the 
most optimal treatment and resources allocation. 
Keywords: mortality prediction, Regression, Cox Proportional Hazards model 

1 Introduction 

During the recent years, there is a huge demand for applying computational 
engineering in medical field, including modelling and simulation.  Especially, patients 
admitted to Intensive Care Units (ICUs) with cardiovascular diseases, who commonly 
require life-sustaining treatment, have provided research community with a rich data 
source [1]. Their mortality, which is predictive by a cumulative deterioration of clinical 
abnormalities, could be utilized for better care prioritization and resource allocation [2]. 
Moreover, recently automated healthcare systems have significantly increased the 
amount of medical information collected. However, the large storage of test results and 
extensive monitoring over long periods of time has challenged care providers to utilize 
them quickly and effectively, leading to uneven resource distribution, shortage of ICU 
beds, higher mortality rate and premature discharge [3, 4].  

These concerns call for new prognostic models, which can interpret that huge pool 
of information, predict patients’ outcome and assist care providers in patient care. 
Various scoring metrics, computational calibration and mortality models are available, 
yet simplistic in the influence of diverse predictive variables, and often fails to precisely    
investigate the representation from complex data sources [5].  Hence, the accuracy of 
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conventional models needs to be decisively better. Rather than statistical summary, 
more powerful forecasting models with intelligent monitoring are in demand.  

This study proposes a predictive modelling approach to forecast the survival 
probability of ICU patients with cardiovascular disease, using their clinical 
measurements during the first 2 days throughout ICU stay. Beyond statistical analysis, 
utilizing signal processing techniques (frequency transform and phase 
synchronization), data mining and machine learning (regression model), this model is 
constructed to identify high-risk patients and forecast mortality rate from their state. It 
would be able to analyze and interpret the large amounts of data, which considerably 
empowers clinicians to prioritize resources, target healthcare budget and limit hospital 
cost. Above all, care providers could also appropriately determine proper therapeutics 
for each patient and get insight into each individual for optimal treatment [6]. 

2 Methodology 

2.1 Data acquisition and preprocessing 

The data were extracted from MIMIC II Database into Matlab files. 4000 subjects were 
selected due to 4 main ICU types: 1-Coronary care, 2-Cardiac Surgery Recover, 3-
Medical ICU, 4-Surgical ICU. Then 1451 patients with ICU Type 1,2 are targeted, since 
the study focuses on cardiovascular diseases. Up to 42 features, or predictors, or 
variables were recorded during the first 48 hours (2880 minutes) after their admission. 

─ Table 50. Recorded features 

 

Since the dataset used in this study contains much more missing data than collected data, 
piecewise interpolation is used to fill missing data between data points to get equally 
divided data for each minute. For n data points, there are (n-1) intervals and thus 4(n-1) 
unknowns to solve for all the coefficients in the ith function of a third-order interpolation. 
The third order exhibits the desired smoothness and minimizes round-off error caused by 
higher orders. 

        𝑠𝑖(𝑥) =  𝑎𝑖 + 𝑏𝑖(𝑥 − 𝑥𝑖) + 𝑐𝑖(𝑥 − 𝑥𝑖)
2 + 𝑑𝑖(𝑥 − 𝑥𝑖)

3              (1) 

2.2 Feature selection and extraction 

Since not all features are available for all patients, 24 common features are defined, 
together with a subset of 717 patients having those common features. A regression 
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analysis named Lasso (Least absolute shrinkage and selection operator) is applied, 
modelling the regressive correlation of each feature X to the death time T by 
coefficients β. Lasso removes redundant features by shrinking their coefficients to zero 
by a penalty , preventing multicollinearity (too highly correlated variables that can be 
linearly inferred from each other, adding no contribution to the model accuracy).  

min
𝛽0−𝛽

(
1

2𝑁
∑(𝑦𝑖 − 𝛽0 − 𝑥𝑖

𝑇𝛽)
2
+ ∑|𝛽𝑖|

𝑝

𝑗=1

𝑁

𝑖=1

)         (2) 

where N is number of observations; yi is response at observation i; xi is data (p values 
at observation i);  is a nonnegative regularization parameter; βo and β are scaler. As  
increases, nonzero components of β decreases. Features selected by Lasso are then 
double checked for multicollinearity using Variance Inflation Factor (VIF), indicating 
the degree that the variances in the regression estimates increased due to 
multicollinearity. Any features with VIF > 2 is removed. 

Another approach is applied to obtain model input, going deeper into fewer but more 
meaningful features. Using statistical distribution (Mean, Median, Variance, Skewness, 
Kurtosis), variability magnitude (Standard deviation, RMS of the intervals), signal 
processing (frequency domain transformation, power of VLF, LF, HF and LF/HF), 
chaos and information theory (detrended fluctuation analysis, entropy), 16 more 
features are extracted [7]. Moreover, for each feature pair, their phase synchronization 
overtime is analyzed by calculating phase locking values. The study also comes up with 
another selection method using graph theory. A graph is constructed using features 
selected by Lasso. Each node is a feature, and the weight between each feature pair is 
their phase locking value. The larger the phase locking, the stronger interaction between 
the two features. Because strongly related features give redundant information, they 
need to be removed. If the weight between 2 nodes is greater than a set threshold, the 
link between them is disconnected. The remaining (not strongly correlated) features are 
selected. 

 
Fig. 1. The graph constructed using features selected by Lasso 

Additionally, time slicing window is used to exploit the temporal changes and time-
variant information of clinical time-series data. Each time series is divided into multiple 
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baseline hazard function       proportional hazards 

 

windows (window length = 60 minutes = 1 hour) and features are extracted for each 
window, decreasing a patient time frame from 2880 rows in minutes into 48 rows in 
hours, and the total run time from 10 hours to 5 minutes, saving a huge computational 
cost and being much more reasonable in ICU. 

 
Fig. 2. Time slicing window 

 

2.3 Model construction, validation and evaluation 

The data of those features for 717 patients is merged into a matrix X (each column is 
each feature, each row is data in each hour). Matrix X is then split into 2 parts: the top 
80% (513 patients) is training data for building model, the rest 20% (144 patients) is 
for testing. Another similar matrix T containing time-to-death corresponding to each 
row of data is also split with the same ratio. T has 1 column and the same number of 
rows as X). These two matrixes X and T are the input into the model, which consists of 
two parts: classification of patients as die or survive, and the estimation of patients’ 
death time.  

Cox Proportional Hazard model is used for classification. It is a branch of survival 
analysis - the method that analyze time-to-event data (clinical measurements) and 
predict the occurrence of the event (the patients’ death) by quantifying the relation 
between the features X and the hazard rate at a particular time through hazard function 
[8-10]. coxphfit function in Matlab is used to derive the set of coefficients β from the 
input of the independent variables X (features) and dependent variables T (time to death 
of the patients). The proportional hazard rate h(t) is calculated. Threshold c is set so that 
patients with hazard rate greater than c belong to one class (1-‘death’) and the rest 
belong to another class (0-‘survival’). 

                    ℎ(𝑡|𝑋) = ℎ0(𝑡)       × exp(1𝑥1) × …× exp(𝑚𝑥𝑚)           (3) 

 

The prediction is compared with the real observation and model accuracy is evaluated. 
True positive (TP), false positive (FP), true negative (TN) and false negative (FN), then 
Score 1 – the smaller between sensitivity and positive predictive values – is calculated 
to evaluate model performance and reliability. 
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        Score 1

= Min(Sensitivity, Positivity) 

 

        Score 1

= Min(Sensitivity, Positivity) 

 

 
Fig. 3. Predicted classification compared with real observation 

 

            Score 1 = Min(Sensitivity, Positivity) 

Fig. 4. Model performance evaluation 

Besides classification, time to death T of the patients who dies in hospital is estimated 
using least square estimation, which tries to minimize the sum of the squares of the 
residuals between predicted and observed values [11]. Assumptions on linearity, 
normality, multicolinearity and homoscedasticity are tested to see whether the 
relationship between independent variables X and dependent variable T is linear. 
However, since the data is not always error-free, those assumptions are sometimes 
relaxed and nonlinearity is considered as noisy linearity [12]. Also, 124 patients that 
die in hospital is targeted for estimation because their death is exactly recorded and not 
affected by other uncontrollable external factors as that of patients dying out of hospital. 
Multiple Linear Regression is used to calculate T from X, generalizing the relationship 
of T and X in multivariate dimension, and preventing overfitting by higher orders. 
Finally, root mean square error between the predicted and observed T is obtained. 
 

                    Tpredicted = β0 + β1X1 + β2X2 + β3X3 … + βmXm             (4) 
 

𝑅𝑀𝑆𝐸 = √
∑ (𝑇𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 (𝑖) − 𝑇𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 (𝑖))

2𝑛
𝑖=1

𝑛
    (𝑑𝑎𝑦𝑠)    (5) 
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3 Result and discussion 

3.1 Data preprocessing, feature selection and extraction 

After filling all missing values, each patient will have data at every minute saved in 
Matlab cells, with the first column is the name of a feature, the second column contains 
raw data, and the third column contains interpolated data. Each cell of the second and 
third column is a 2D matrix - 1D is time and 1D is corresponding value at that time. 
Next, in the selection step, overall Lasso selects a subset X of 18 out of 24 features with 
their corresponding 18 regression coefficients β. Those 18 features are then checked for 
multicollinearity, reduced to 10 using VIF and to 8 selected features using graph theory 
(In the graph constructed from 18 features selected by Lasso, the feature linked by phase 
locking greater than 0.65 is removed, resulting in the selected group of 8 features.) 

 
 

Fig. 5. Features selected by Lasso, VIF and graph theory 

Then for each pair of features, 16 further features are extracted as discussed above, with 
their corresponding coefficients β in Cox model. Feature selection and extraction 
methods help to enhance the performance of the predictors, provide more effective 
variables, simplify the complexity, improve the accuracy and interpretability of the 
model, and provide a better understanding of the underlying process generating the data. 

3.2 Data preprocessing, feature selection and extraction 

Among different methods, the pair of Blood Urea Nitrogen (BUN) and Heart Rate (HR) 
yield the largest Score 1 in both training and testing set, which are roughly 0.47 and 
0.45 respectively - 1.5 times better than that of the baseline ICU scoring system of 0.3. 
The result is shown as below. 
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Table 2. Different algorithms and the associated classification Score 1 
 

 

In fact, BUN and HR have been proven to have a strong link to cardiovascular disease 
in many scientific works [13-15]. Furthermore, time to death of ICU patients is 
estimated, using selected features and their β-coefficients as input to the multilinear 
regression:  Tpredicted = β0 + β1X1+ β2X2 +⋯+ βmXm (Xi is the value of the ith feature 
and βi is the corresponding coefficient). T predicted is compared with T observed, then 
finally RMSE is calculated, giving a brief overview of model performance. Higher 
regression orders were also applied; however, the higher the order is, the more unstable 
the model becomes, and the larger the RMSE is. 

𝑅𝑀𝑆𝐸 = √
∑ (𝑇𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 (𝑖)  −  𝑇𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 (𝑖))

2𝑛
𝑖=1

𝑛
= 19 (𝑑𝑎𝑦𝑠)    (6) 

There are several reasons that may contribute to this high RMSE, mainly because the 
original data has lots of errors (missing data, negative values, limited features recorded, 
the focus on cardiovascular diseases omitting many patients from the dataset, etc.). 
Hence, a larger dataset with better collecting method may significantly enhance the 
model performance. 

4 Conclusion 

The study has developed and validated a prognostic model using ICU measurements of 
patients with cardiovascular disease to forecast their mortality, specifically by 
quantifying the stochastic correlation between those data and patients’ death. An alert 
will be triggered when preset criteria are met, and death time estimation would help 
physicians in identifying high risk patients, as well as in planning the most optimal 
therapy for each individual patient. So far the pair of BUN and HR is the best feature 
for survival analysis of patients with cardiovascular concern. Although there are rooms 
for improvement, the potential use in the future for this predictive model can be 
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interdisciplinary. Combining statistic, machine learning, data mining, and signal 
processing gives more insightful mortality investigation, dealing with heterogeneous 
multivariate analysis in multidimensional dataspace. Also, to the best of my knowledge, 
binary classification is conventional, but time to death regressive estimation is a novel 
approach proposed in this study. The model not only saves cost and time, but also 
provides a feasible tool for better treatment, healthcare prioritization and resource 
distribution. 
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Abstract. With a huge development of neuroscience, the abilities for remote 
control of devices without manual direct interaction by brain wave have become 
a convinced reality. In this paper, five volunteers carrying Emotiv Epoc headsets 
were performed Brain-computer interface (BCI) experiments due to visual 
stimulus. The Electroencenphalogram (EEG) signals were collected and analyzed 
in real time to extract features. P300 signals with largest amplitude occurs 
remarkably at the occipital and frontal channels. There were two methods to be 
used to classify P300 BCI for comparisons. The Artificial Neural Network 
(ANN) combined EEGLAB for offline analyzing and the Linear Linear 
Discriminate Analysis (LDA) of OpenVibe were employed for online detection. 
The accuracy percentage of ANN is 80% and test results of online detection is 
above of 85%. These good results promised real assistance application for 
disabled. 
Keywords: EEG, ERP, ANN, OpenVibe, EEGLAB. 

1 Introduction 

Brain Computer Interface (BCI) is technology that enables the use of the brain’s 
neural activity to communicate with others or to control machines, artificial limbs, or 
robots without direct physical movements. BCI based on electroencephalogram (EEG) 
can be applied to disabled individuals. Present-day BCIs determine the intent of the 
user from different electrophysiological signals: for instance, the user may control the 
modulation of some brain waves (e.g., mu or beta rhythms) or the BCI may exploit 
natural automatic responses of the brain to external stimuli (e.g., event-related 
potentials [1]). The P300 (P3) wave is an event related potential (ERP) component 
elicited in the process of decision making. It is considered to be an endogenous 
potential, as its occurrence links not to the physical attributes of a stimulus, but to a 
person's reaction to it. The algorithm proposed by Farwell and Donchin [2] provides an 
example of a simple BCI that relies on the unconscious decision- making processes of 
the P300 to drive a computer. A 6×6 grid of characters is presented to the subject, and 
various columns or rows are highlighted. When a column or row contains the character 
a subject desires to communicate, the P300 response is elicited (since this character is 
"special" it is the target stimulus described in the typical oddball paradigm). The 
combination of the row and column which evoked the response locates the desired 
character. A number of such trials must be averaged to clear noise from the EEG. The 
speed of the highlighting determines the number of characters processed per minute. 
Results from studies using this setup show that normal subjects could achieve a 95% 
success rate at 3.4–4.3 chars/min. Such success rates are not limited to non-disabled 

mailto:nguyentmhuong@hcmut.edu.vn
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users; a study conducted in 2000 revealed that 4 paralyzed participants (one with 
complete paraplegia, three with incomplete paraplegia) performed as successfully as 10 
normal participants. 

In order to find an optimum ERPs feature extraction from EEG data for controlling 
a mouse pointer, Tornoi Shirnogasa and Hiroki Higa [4] designed a visual stimulus 
flicker program, measured an able-bodied subject's EEG using it as an oddball para-
digm, processed, and classified the EEG data to control a mouse pointer. The ERP 
components of P300 and N100 were extracted from the ERPs using an artificial neu-ral 
network (ANN). The experimental results showed 95% of rates of the correctly 
classified directions for trigger signals of upward, downward, leftward and rightward 
movements of a mouse device. 

With the aims of designing a real-time EEG-based communication aid using brain-
computer interface (BCI) technologies, Rehab Mahdi Alkhater [3] used the Emotive 
headset to detect P300 waves used as the control signals for the P300 BCI. The us-ers‟ 
performance with the verbal and graphical versions of the speller is similar to the 
performance obtained when using the typical alphanumerical speller, although with 
higher spelling speed. Accordingly, the use of these new versions is highly recom-
mended.  The obtained accuracies are comparable to those presented in other studies in 
which expensive medical EEG recording systems were utilized. 

In this paper, we focus on BCI technologies with the real - time EEG signals from 
Emotiv Epoch. Fisrt, we detected ERP waveforms from Emotiv Epoch device with 
advanced P300 speller paradigm. Then, BCI used ERP signals to communicate with 
able-volunteers for identified targets in oddball paradigm with different matrixes and 
also to classify directions in the controlling experiment.   

2 Methods 

2.1 Experimental Procedure and EEG data 

 
Fig. 1. P300 Speller using Emotiv Epoc. 

 
Fig. 2. Direction pointer experiment. 

 
For EEG data collection, five healthy volunteers accepted to contribute in our BCI’s 

experiments. They are all 22 years old and study biomedical engineering in the Ho Chi 
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Minh University of Technology. The used device is Emotiv Epoc which contains 14 
EEG channels and the sampling rate is at 128 Hz. Each volunteer sit on the short stool 
placed in front of the monitor which presents stimuli. Based on the answers of all 
volunteer who have different types of eyes condition, it was set nearly 55 cm from the 
screen to the volunteers’s eyes. This experiment was placed in the Faraday room to 
reduce the electrical noises. There are two tasks designed for obtaining ERP signals:  

Task 1: Using OpenVibe designer, the P300 speller structure was created based on 
the odd-ball paradigm. The communication interface is the matrix of letter showing in 
two forms: 2x2 and 6x6. In the first stage, the subject was asked to pay his attention to 
the letter which was colored in blue in the letter matrix. Further more, to increase the 
accuracy for getting P300, he needs to count the number of times of the selected flashed 
cell in their mind and during the experiment. The operator has to ensure that the 
comfortable feeling of the volunteer has to be maintained as much as possible. After he 
finished 6 marked letters, the two-class trainning module of Openvibe was applied to 
classify. Finally, the subject was asked to choose any his favourite word which wasn’t 
marked and performed the online testing to verify if the Openvibe can recognize one-
by-one letter or not.   

Task 2: The OpenVibe test was used to do the experiments as Fig.2 [4]. The display 
shows a picture including four triangles as direction pointers which is presented for 
leftward, rightward, upward and downward. The target is flashed over time and changed 
manually until all four directions are tested. The subject was asked to quitely count the 
number of flashed times from the target. The classifying and online detection stages for 
four directions of this experiment were performed similarly as those of the task 1. 

In two tasks, data were saved in files with format .ov and the event file was derived 
from Test Bench. They were thus analyzed offline  by EEGLAB. A quite clear 
P300-ERP components appear with the largest amplitude shown at the occipital and 
frontal channels. To classify the P300 BCI, we have tried to create a sample model by 
using interpolation a sample model becomes a reliable target for the Artificial Neural 
Network (ANN). 

2.2 EEG Signal Processing 

 The raw EEGs signals contains not only pure P300 evoked potentials but also 
muscular, 50 Hz of power supply and/or ocular artifacts. First, the EEG data was filter 
by band-pass filter from 1-45Hz. Besides, the xDAWN algorithm was used to enhance 
evoked potentials because P300 signals are very small compared with normal EEGs. It 
estimates a subspace which contains most of the P300 evoked potentials. The 
classification between target/non-target stimuli is so simplified leading to a faster 
spelling device. The data consists of two characteristic reactions, one is generated by 
the flashing targets and one is generated by all stimuli (target and non-target). Finally, 
Linear Discriminant Analysis (LDA) and Support Vector Machine classifier were 
applied to classify for online and Artificial Neural Network (ANN) is used for offline 
analyzing.  
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2.2.1 xDAWN algorithm 
 

 For many factors, the raw EEG is easy to have plenty types of artifact signal 
so the signal-to-noise ratio (SNR) is very low and that’s a huge barrier for classification. 
For that reason, Rivet [1] and his collegues developed xDAWN althorithm which 
creates the evoked subspace and set the data to follow the structure of that subspace. In 
this research, the trainning data set is projected to P300 evoked potential subspace 
before it come to the classification session.  
 Suppose the data followed with: 

X = 𝐷1𝐴1+ 𝐷2𝐴2 + 𝑁                                    (1) 
Where X ∈ 𝑅𝑁𝑡x Ns is the collected data, Nt is the number of samples, Ns is the number 
of channels. A1∈ 𝑅𝑁1𝑥𝑁𝑠  are the signals synchronized with the target stimli and A2∈
𝑅𝑁2𝑥𝑁𝑠 are signal related with the non-target stimulus. D1∈ 𝑅𝑁𝑡𝑥𝑁1 and D2 ∈ 𝑅𝑁𝑡𝑥𝑁2 are 
Toeplitz matrice in which the first column entries are zero with the exception of the one 
corresponding to the target stimuli time indexes, respectively. 
 Then, to maximized the signal-to-signal plus noise ratio, the spatial filters is 
applied: 

𝑔(𝑈) =
𝑇𝑟(𝑈

𝑇Σ̂1𝑈)

𝑇𝑟(𝑈
𝑇Σ̂𝑥𝑈)

,  Û1 = arg max𝑔(𝑈1)          (2) 
Where Tr () is the trace operator and Σ̂1=𝐴̂1𝑇𝐷1𝑇𝐷1𝐴̂1, Σ̂𝑥 = 𝑋𝑇𝑋. 𝐴̂1 is the least mean 
square estimated of the not known target evoked reactions A1 As D1 A1 and D2 A2 
may overlap, 𝐴̂1 is calculated from: 

(
Â1

Â2
)=(DTD)-1DTX                                              (3) 

With D = [D1, D2]. After computing the QR factorization [5] X=QxRx, D=QDRD and 
replacing 𝐴 ̂by (3) in Σ̂, criterion (2) can be expressed as 

𝑈 = 𝑅𝑋
−1Ψ𝑠 

With Ψ𝑠   is the sequence of the signal individual vectors given by the value factors 
of 𝑄𝐷𝑇𝑄𝑋 = ΦΛΨ𝑇 where Λ is a diagonal matrix, Φ and Ψ𝑇 represent the unitary 
matrices. In this case, the enhanced signals are specified by the following formula in 
the final stage: 

𝑆̂ = 𝑋𝑈 = 𝐷𝑅𝐷
−1Φ𝑠Λ𝑠 +𝑁𝑅𝑋

−1Ψ𝑠 
 2.2.2 Linear Discriminant Analysis ( LDA ) 

Linear discriminant analysis (LDA) is a classification method that based on the 
information in a learning data set, the prediction is performed to separate the the 
predefined classes. This kind of supervised learning is developed by R. A. Fisher in 
1936. In our case, the result is expected that our trainning data is divided into 2 classes: 
P300 and non-P300 [6].  
 Linear discriminant function:  

𝑦(𝑥) = 𝜔𝑇𝑥 + 𝜔0  
 Where 𝜔 is called a weight vector, x is an input vector and 𝜔0  is a bias. If y(x) 
≥ 0, the input vector x is assigned to first class and to second class otherwise. To be 
clear about how it works,the visualization is show at the Fig.3  
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Fig.3 Visualization of LDA [6] 

Basically, LDA helps to reduce the dimension of the data basing on the information 
from two criteria and maximize the separation of known categories. In the past, many 
of BCI experiment used it and achieved high classification performance [7][8].  

3 Experimental Results 

In terms of the ERP analysis, for each recording by the OpenVibe, the virtual trigger 
was stimultaneously running and marking to the Emotiv Test Bench.  Collected event 
files from Test Bench were transferred to EEGLAB to extract and analyze P300 signals. 
The significant positive waveforms around 300ms were shown in figures 4, 5, 7 and 8 
of two volunteers. A quite clear P300-ERP components with the largest amplitude 
appear at the occipital and frontal channels. These results are in agreement with 
published articles such as of Escolano, Antelis and Minguez (2009) at Fig.6[9]. With 
the average of 192 trials, the average P300’s amplitude reached to 8.6 µV. 

 
 
Fig. 4. P300 images of 

AF3, F7, F3, T8, FC6, F4, 
F8, and AF4 of volunteer 1 

 
Fig. 5. P300 images of O1 

and O2 of volunteer 1. 

Fig.6. P300 waveforms 
generated by a target (in 
red) and a non-target (in 
green) [9]. 
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Fig. 7. P300 images of AF3, F7, F3, T8, 
FC6, F4, F8, and AF4 of volunteer 2. 

 
 
Fig. 8. P300 images of O1 and O2 of volunteer 
2. 

In this section, the accuracy of BCI is presented when BCI communicates with five 
volunteers in different oddball paradigms. As above mentioned, oddball paradigms in 
this experimental procedure are 2x2 and 6x6 letter matrices. For the letter matrix 2*2, 
the obtained accuracy was 100%. For classifying four directions in task 2, accuracy is 
above 85%. For the letter matrix 6x6, after trainning section, the classification is 
performed and its result show on the table 1. The accuracy in two types of accuracy is 
both above 80% and it was also shown that the Emotiv system may be suitable for P300 
acquisition.   

Table 1. Training set accuracy for 6x6 letter matrix oddball paradigm. 

For offline analyzing, we have tried to create a P300 sample model by using 
interpolation based on theory of P300 about latency and amplitude of our experimental 
data. The Artificial Neural Network (ANN) used this sample as reliable target for 
classifying offline data. The obtained accuracy is 80%.   

Finally, at the online detection section, the result is remarkable as how well the 
volunteer can accomplish. In case of using 6x6 matrix, the best result is volunteer who 
achieved five/six letters. With the 2x2 matrix and the directions experiments, the results 
are better with four/four of letters and of directions.  

4 Conclusions 

The purpose of this research is to test and examine the reactions of the neurological 
system visual stimulation and EEG signal processing in real time. The differential 
neural activities between the elicited cell and non-elicited cell exists mostly around the 
frontal region of the head. The differential neural activities demonstrated by P300 signal 
between the elicited cell and non-elicited cell occur mostly around the frontal region of 
the head. Mentioned promising P300 signals could be used in BCI applications to assist 
disabled. Besides, the OpenVibe is helpful for collecting real time EEG signals.  

 Subjects   
Classification rate (%) 

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 

Cross-validation accuracy 83.31 85.94 88.12 89.27 86.99 

Training set accuracy 87.37 88.89 90.54 91.75 89.87 
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In term of usability, the mobile EEG device as Emotiv headset has many advantages 
and disadvantages. The user, especially the disabled, can bring and perform flexible 
BCI application because of the simplicity and mobility of Emotiv headsets.  However, 
compared to professional medical equipment, they are not reliably stable and the 
experimenters feel uncomfortably when they use them for a long time.  

The authors declare that they have no conflict of interest. 

References 

1. B. Rivet, A. Souloumiac, V. Attina, G. Gibert, "xDAWN algorithm to enhance evoked 
potentials: application to brain-computer interface", IEEE Trans. Biomed. Eng., vol. 
56, no. 8, pp. 2035-2043, Aug. 2009. 

2. E. Donchin, K. Spencer, and R. Wijesinghe, “The mental prosthesis: assessing the 
speed of a P300-based brain-computer interface,” IEEE Transactions on Rehabilitation 
Engineering, vol. 8, no. 2, pp. 174–179, June 2000. 

3. Rehab Mahdi Alkhater, Real-time Detection of P300 Brain Events: Brain-computer 
Interfaces for EEG-based Communication Aids, MS thesis, Auckland University of 
Technology (2012). 

4. T. Shirnogasa and H. Higa, “Toward a Control of a Mouse Pointer: EEG Analysis for 
Feature Extraction”, 14th International Conference on Intelligent Systems Design and 
Applications, pp. 151 – 155, IEEE, Japan (2014). 

5. G. H. Golub and C. F. V. Loan, Matrix Computation, 3rd ed. Baltimore, 
MD: The Johns Hopkins Univ. Press, 1996. 

6. C. M. Bishop, "Linear Models for Classification," in Pattern Recognition and Machine 
Learning, Springer Science+Business Media, LLC, 2006, pp. 181,182. 

7. V. Bostanov: Feature extraction from event-related brain potentials with the continuous 
wavelet transform and the t-value scalogram, IEEE Transactions on Biomedical 
engineering, pp. 1057–1061, 2004. 

8. Reinhold Scherer, GR Muller, Christa Neuper, Bernhard Graimann, and Gert 
Pfurtscheller. An asynchronously controlled eeg-based virtual keyboard: im-
provement of the spelling rate. IEEE Transactions on Biomedical Engineering, 
51(6):979–984, 2004. 

9. C. Escolano, J. Antelis and J. Minguez, "Human Brain-Tekeioerated Robot between 
Remote Places," IEEE International Conference on Robotics and Automationp, pp. 
4430-4437, Kobe, Japan, (2009).  

  



603 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Application of Portable EEG Device in Detection and 
Classification Drowsiness by Support Vector Machine 

Pham Thi Tram Anh1a, Nguyen Thi Diem Hang1b, Le Quoc Khai1, Huynh Quang 
Linh1 

1 Biomedical Engineering Department, Faculty of Applied Science, Ho Chi Minh City 
University of Technology, Vietnam National University – Ho Chi Minh City, Vietnam 

a: phamthitramanht2@gmail.com 

b: ntdhang96@gmail.com 
Abstract. Sleeplessness and driver’s drowsiness is one of the reasons leading to 
accidents. Many studies as well as applied products have been recently developed 
and integrated into car. However, almost research concentrated on eyes-
movement and pupillary stretch. Especially, mobile Electroencephalography 
(EEG) measurement device becomes new trend thanks to its convenience and 
affordable price. This research focused on using portable EEG device – EPOC 
Emotiv for detecting sleep-onset by analyzing power spectrum after filtering 
frequency band of brain waves. The processed features become the input of 
Support Vector Machine (SVM) classification and the prerequisite for real-time 
drowsiness detection. The changes of vigilance state classified by SVM in 
analysis show the result with over 70% data samples, reliably used in driving 
safety system in the future. 
Keywords: drowsiness, portable EEG device, Support Vector Machine. 

1 Introduction 

Sleep is a naturally recurring state of mind and body, characterized by altered 
consciousness, relatively inhibited sensory activity, inhibition of nearly all voluntary 
muscles, and reduced interactions with surroundings [1]. So impairing performance and 
ultimately leading to the inability to resist falling asleep at the wheel cause the accident 
on the road [2]. Some features such as eyes blinking and head nodding have developed 
to detect drowsiness [3]. Though, drivers still feel sleepy while trying to hold the eyes 
open, or regularly wearing glasses. So the primary reason of sleep focused on this study 
is from inside the brain – Electroencephalography (EEG) signals. 

EEG is an electrophysiological monitoring method to record electrical activity of the 
brain. The electrical patterns observed are called brain waves. Brain waves change 
according to behavior and feeling. Investigate alteration in brain waves make 
distinctions states possible to detect and go to further applications [4, 5] 

Many recent studies analyze EEG signals acquired by Emotiv EPOC. Main research 
areas based on Brain-Computer Interface (BCI), which apply in reality for visual [6] 
and wheelchair control [7]. Because of the inconvenience in using traditional multiple-
electrode device and good performance of Emotiv EPOC in many studies before, 
Emotiv EPOC is chosen in this study to collect data for analyze EEG signals. 

mailto:phamthitramanht2@gmail.com
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Differences discrimination methods have been used recently and Support Vector 
Machine (SVM) has become an increasingly popular tool for Machine Learning. In real 
life, SVM have been successfully used in three main areas: text categorization, image 
recognition, and bioinformatics [8, 9]. An automatic detection of drowsiness EEG is 
possible by SVM with the classification accuracy reached 99.3% [10].  

This study applies SVM to create an automatic separation between alert and drowsy 
states based on EEG signals required from a low-cost portable device with expected 
accuracy over 70%. To achieve this, particular signal frequency parameters in EEG 
signals that correlate with two labels: awake and sleepy will be identified and used as 
the input for pattern recognition. 

2 Methods 

2.1 Materials 

Subjects from 18 to 40 years old with no alcohol, caffeinated drinks and drowsiness-
causing medications are provided an EEG headset. All experiments are in the same light 
condition. Task performances are playing racing game (Asphalt8 – time limited solo 
racing option) and taking own self-assessment about status after every three-minute 
round. Some questions in survey make sure that subjects can favorably participate in 
the experiment. Noise of electrical power sources are minimized by using battery mode 
on device. Behavior in preprocessing is monitoring to confirm the preciseness of the 
value input. Sequence of experiment is shown in table 1 below. 

─ Table 51. Task performance 

Time  Task 
Before Training how to play game + Tutorial: getting started 

+ Try getting on with game 
Stage 1 Relax (two minutes) 

Stage 2 Play game (3 minutes/round * 15 rounds) 

Stage 3 After 1 round: Check status  + Sleepy (eyestrain/yawn/lack of mental agility)  
                                              + Tired but still control the car 
                                              + Alert (awake) 
Note the scores and go back to the game again immediately 

After Survey 

2.2 Devices 

Emotiv EPOC contains 14 electrodes (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, 
F4, F8, and AF4) and two reference sensor (CMS as P3 and DRL as P4). Sampling rate 
is 128 sample per second, meet requirement signals which have frequency under 64 Hz. 
The necessary EEG wave is ranged from 0.5 to 35 Hz, so Emotiv is passably accepted 
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according to the Nyquist frequency. The electrodes located in relation based on the 
standard design of the 10-20 system receive signals, connect with processor by 
Bluetooth and battery life is up to about 12 hours [11]. 

2.3 Data analysis 

Fast Fourier Transform (FFT) is a popular method to determine energy spectrum of 
signals. It is used to transform time domain into frequency field. However, density of 
the specific frequency after FFT is an important argument. However, that is also a 
trouble to recognize the time when the events start or suddenly change. 

The Wavelet Transform acts as a useful tool for filtering and separating raw EEG 
signals into primary frequency bandwidth. While Fourier Transform is constituted by 
sinusoid, Wavelet Transform uses some Wavelet families as the mother-waves describe 
the data by scaling the signals. This method analyses original data into constituent 
wavelet of the different scale and position. Discrete Wavelet Transform (DWT) is also 
called multi-levels unattached process [12]. In this research, the seventh Debauchies’s 
wavelet family is chosen for evaluation and reconstruction of signals. The wavelet filter 
is an effective way to reduce artifact noise. It can extract data in the necessary frequency 
(Theta: 0.5 – 4Hz, Alpha: 4 – 13Hz, Beta: 13 – 35Hz). Hence, combining DWT and 
FFT is an ultimate process to both show the power spectrum and specific the expected 
frequency bandwidth. 

After preprocessing with necessary frequency, features of drowsiness can be 
dissociated. There is a gradual increase of theta activity and a concurrent decrease of 
alpha activity [13]. According to AASM, Sleep-Onset begins with the fragmentation of 
the alpha wave and the emergence of theta waves, or the occurrence of slow waves (2 
- 7 Hz). The alpha waves will decrease less than 50% epoch and the low frequency 
waves will dominate over 50% epoch. Changes of the EEG signal usually occur from a 
few seconds to a few minutes. This alteration happens after the beginning of slow eye 
movement (SEM) and transition state that lasts minimum 3 seconds and maximum 15 
seconds, usually within 10 seconds [14, 15]. Thus, the decline of alpha activity and the 
growth of theta rhythm are the sign of drowsiness. Be based on those characteristics, 
the Ratio of Power Spectrum (RPS) is a reasonable indicator, identified by formula: 

𝑅𝑃𝑆𝑋 =
𝑃𝑋

∑𝑃
  (29),  

X are theta, alpha and beta. 
 

Pair of RPStheta, RPSalpha with each label matching with alert/drowsy state, becomes 
the input of SVM. The goal in this research is to build an optimal separating hyper-
plane with the largest margin in training data and correctly classify new one called 
testing data. Training data contains target values and two correlative features. SVM 
predicts the target in testing data with the attributes provided. The alert state refers to 
relaxed wakefulness in EEG with dominant beta activity and the drowsy state is shown 
with decreasing occipital alpha rhythm in the amplitude and/or frequency [10]. In order 
to make the training data more reliable, RPSbeta , RPSalpha and RPStheta are used for 
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confirming with self-assessment and all unsatisfactory data will be ignored. Figure 1 
below shows the diagram of the proposed system. 

 

 
Fig. 150. System processing flowchart 

3 Results and discussion 

3.1 Pre-processing data: 

The first graph shows the baseline offset which makes the amplitudes of original data 
in the first graph over 4000uV. This range is unfamiliar with EEG signal. Thus, Wavelet 
Transform is used to eliminate the offset and also filters EEG bandwidth in the second 
one. Therefore, the range of pre-processing signal fluctuates from -100uV to 100uV. 
The last graph indicates the power spectrum of filtered data by FFT, it present the 
dominant of frequency bands in EEG signal. All graphs about segment of EEG signal 
are shown on figure 2). 

 
Fig. 151. The raw EEG and the data filter with Wavelet 
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3.2 Statistic of RPS  

─ Table 52. Quote RPS of Subject 1 –Channel O1 

Epoch RPStheta RPSalpha 

1 
2 
3 
… 
94 
95 
96 
… 

269 

0.33542 
0.43158 
0.33833 

… 
0.29359 
0.36744 
0.40461 

… 
0.32716 

0.26895 
0.2636 
0.34766 

… 
0.31224 
0.31857 
0.29367 

… 
0.21224 

 
Table 2 presents a pair of RPS from a subject. The proposed features were based on the 
power spectrum of each 10-s EEG epoch. The figure presents a drowsiness appearing 
in epoch from 90 to 100. It is matched with the record of subject (shown on figure 3). 
In this graph, the blue line is created by using polyfit function with RPSalpha and the red 
line is the same way for RPDtheta. When RPDtheta is rising and RPDalpha is decreasing, it 
warns a drowsiness signal will appear soon. Drowsiness appearing marked by green 
circle in the figure 3 indicates that subject feel tired and hard to control working. So we 
can choose the suitable time to alarm drivers from dangerous situation before that state 
appears.  

 
Fig. 152. Statistic of RPS during the experiments and the curve fitting on O1 channel 
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3.3 SVM classification 

In this part, figure 4 presents the training data are drawn by dots, the testing data are 
drawn by circles. Hyper-plane separate two areas of drowsy and alert, which colored 
by red and blue. The support vectors are shown as black circles. This figure shows the 
projection view of the hyper-plane in two dimensions (RPStheta and RPSalpha) in the 
transformed space. Classification accuracy achieved over 80%, so it proves that SVM 
can predict the tendency of drowsiness based on attributes provided in real-time with 
the low sampling rate EEG device. This means that the trained SVM could match the 
standards of manual classification and showed encouraging results for the automatic 
detection of driving drowsiness. 

One of the strength of this study is less time consumption for classification into two 
states. Besides, the portable device brings advantage with the convenience in acquiring 
data and doing long-time experiments. Although expected results for SVM 
classification was performed, a large number of challenges need to be consider. The 
quality of signal makes accuracy lower than the similar methods. Comparing with other 
approaches, this study needs improving to get higher precision and reliability. 

 
Fig. 153. SVM classify two separated data: drowsy and alert. 

4 Conclusion 

This research aims to design an optimal model for detecting vigilance state and warning 
drivers. Alpha and Theta power spectrum ratio are chosen as the feature extraction in 
this study. Polyfit function is a method applied to present tendency of them and the 
curve fitting on O1 channel is better than the others. Even for the number of training 
data and the features is low, SVM commonly can still give result over 80% in predicting 
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testing data. By increasing training data dimension to achieve high confidence, SVM 
can be able to predict the same switching point as identified and then select the rational 
time to alarm in further study. When EEG sections are unable to be correctly classified, 
it is necessary to develop algorithms in the SVM classification and adjusting parameters 
in algorithms for accurate prediction of unseen samples are proposed methods for 
solving problems existed. 
 
About the paper, the authors declare that they have no conflict of interest. 
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Abstract. In the Hospital of Vietnam, Medical equipment is being managed quite 
simple without using information technology. So, the health care is increasingly 
developed, the management, investment as well as effective using are more 
difficult. For that reason, this paper proposes a model of information technology 
application in management of medical equipment. The model was built after 
survey and evaluation of some hospitals in the North of Vietnam. Later, it will be 
tested in the E- Hospital in Hanoi. 
Keywords: Information technology, Management of medical equipment. 

 
1  Introduction 

The management of investment and construction equipment is one of the important 
tasks of the medical branch. Medical equipment includes specific types of machinery 
and equipment. Medical equipment includes special devices. However, as with other 
types of machinery, the process of using and operating medical equipment will 
gradually appear technical problems, weaknesses. Therefore, the management of 
medical equipment also needs to pay special attention to maintenance management. 
This is an important basis to adjust and repair in time when equipment is damaged.  

2  Methods  

In developing countries, the application of software maintenance management 
equipment has become quite familiar, in Vietnam maintenance work is only in the 
manual management. At present, most of the hospital maintenance management in the 
form of paper or Excel file, MS word… In particular, the management of data on paper 
also causes the risk of missing, damage to the regular maintenance of equipment. 
Therefore, to ensure the comprehensive management of maintenance activities, to 
repair   quickly and accurately, applying information technology to management is an 
effective solution, thoroughly solve the inadequacies of equipment management.  
To support the equipment in the hospital need an effective intelligent maintenance 
management system, to ensure effective monitoring and management of maintenance 
activities, quickly update information of device status. 
The construction of models helps to save time, work efficiency in maintenance issues. 
The device information is gathered quickly and accurately, helps to shorten 
maintenance time of equipment. In addition, the equipment in the hospital will be 
controlled optimally, more easily. Users can control the expiry date of the equipment.  
Management of medical equipment should pay attention to maintenance of equipment, 
guarantee optimizing the performance of purchased equipment. 
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In fact, in some hospitals the maintenance process is done through the following steps. 
[1] 

Step one: Make maintenance schedule. 
Step two: Announce the schedule to relevant departments. 
Step three: Do the maintenance schedule. 
The maintenance schedule is based on the following principles: 
 Follow recommendation of manufacturers. 
 Time to use the equipment. 
 According to the actual situation of equipment. 
 According to the request of the department using the equipment. 
 Regular maintenance schedule is usually made at the beginning of the year. 

When regular maintenance schedule has been approved by the manager, medical 
equipment department shall send it to departments using equipment to do maintenance 
together. 
Before do maintenance, technical staffs of the medical equipment department have to   
survey, test run to determine the current working status of the equipment. [1] 
Depending on the quantity, the complexity of the device and warranty period, the leader 
of the medical equipment department will suggest equipment will be maintained by the 
service provider and equipment will be maintained by the medical equipment 
department. Hire other units or do it by technical staffs of the medical equipment 
department is specified while make maintenance schedule. [1]  
With equipment required labor safety, service providers must establish the process of 
detailed maintenance for each part of the equipment. During the maintenance, service 
providers must make daily maintenance logs that are confirmed by the user of the 
equipment. [1] 
Model of medical equipment maintenance plan and model listing medical equipment 
are built based on the actual process. 
Prior to performing maintenance, technical staff of medical equipment and supplies 
department will carry out the survey and check the condition of equipment and make a 
list of broken equipment, replacement materials for each device. 
List of broken devices, with full information device such as device name, department, 
serial number or year of use, will be brought to the repair department to fix them 
immediately. List of replacement materials includes all equipment information, help the 
equipment department know what equipment is available in the store or equipment that 
need to buy outside. This is to reduce maintenance time as well as budget for 
maintenance. 
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Fig. 1. Model listing medical equipment. 

The list of medical equipment is being used in the hospital is stored in the database of 
equipment management software. After checking the equipment information such as 
device name, department, serial number, country of manufacture, year of use, 
equipment code,… are saved on software system, technicians will have a list of 
equipment that need to maintain in the hospital and its warranty period to select the 
maintenance is done by the equipment supplier or the technical staff of the material 
department. From that, maintenance cycle of equipment often are made by month, 
quarter, or year or made by device type. Then set the projected time for each device of 
each department. Finally, the maintenance plan for the equipment is built. 
The purpose of planning is to perform regular and full work and to guide the steps of 
maintenance of medical equipment. In addition planning indicates future direction, 
avoid waste, excess resources and promote effective maintenance, achieving the goal. 
Therefore, the planning step is quite important in the management and maintenance of 
medical equipment. 
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Fig. 2. Model of medical equipment maintenance plan. 

3   Results 

The management software for medical equipment maintenance is built based on the 
model and process management that is showed before. 
The database of “maintenance management” software is stored in the SQL Server 
software. With SQL Server software, the database is stored on a server, connected to 
an internal network or the Internet. It allows users to use the software on any computer 
that has LAN network, access to the database and use these databases. The database 
structure consists of data tables: 

- Table_KeHoachBaoDuong: Stores maintenance plans of medical equipment. 
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Fig. 3. Data structure of the table “Table_KeHoachBaoDuong”. 

 
- Table_DonVi: Stores names of departments in hospital.  

 
Fig. 4. Data structure of the table “Table_DonVi”. 

- Table_BaoCaoBaoDuong: Stores reports about results of equipment maintenance.  
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Fig. 5. Data structure of the table “Table_BaoCaoBaoDuong”. 

 
- Table_DS_TTBYT: Stores information of medical equipment in hospital. 

 
Fig. 6. Data structure of the table “Table_DS_TTBYT”. 

The main functions of the software: 
- Display the maintenance plan of medical equipment that is established in this year. 
- Display the maintenance plan of medical equipment that is established in this 
month. 
- Look up information about the equipment, allow edit information. 
- Establish the maintenance plan of medical equipment each year or each 
department, and Print out the plan for approval. 
- Establish report after maintain medical equipment, save to database and  print out 
the plan for approval. 
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- Look up the maintenance history of each of equipment to assess the frequency, 
extent of damage, replacement materials by each of equipment. Since, offer specific 
solutions to make the operation of the equipment easier and to improve equipment 
life, durability of use… 
- Make a list of replacement materials of each of equipment for the maintenance. 
- Edit information about departments which use medical equipment when 
departments are renamed or hospital has a new department. 

 
 

Fig. 7. Main interface of the software. 

Main interface displays the maintenance plan of medical equipment which is 
established in this year. It allows the technical staff can manage all medical equipment, 
maintenance time, and departments where maintain equipment. Besides that, main 
interface also displays the maintenance plan of medical equipment which is establish in 
this month to help the technical staffs don’t forget maintenance time. It helps the 
manager to organize work and working time in a scientific way, to be able to carry out 
full equipment maintenance, do not miss. 

 

Fig. 8. The list of medical equipment interface. 

The medical equipment available in the hospital will be listed and saved to the database 
on the server, with all necessary information for searching or establishing the 
maintenance plan on each of equipment. With management software, users can easily 
edit information or add new medical equipment. [2] 
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Fig. 9. Medical equipment information interface. 

With a large number of medical equipment operating in the hospital, finding 
information or looking for particular medical equipment often takes a long time to 
check on paper books. 

 

Fig. 10. Interface for searching medical equipment. 

With the search feature of the software, finding information or searching for equipment 
become quick and easy. Search options are built very useful include search by 
equipment name, equipment identifier, serial number, model, or department which use 
equipment. You can search by multiple options at the same time to shorten the search 
range. 
At the moment, maintenance planning usually takes a lot of work because Managers 
must check the identity of each of equipment, take maintenance cycle information, 
maintenance times to evaluate and plan maintenance. 
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Fig. 11. Interface for establishing the maintenance plan. 

To simplify this process, reduce work, save time, this software is built features that 
automatically establish maintenance plan for all equipment or for each department 
which use medical equipment. Equipment required for maintenance will be 
automatically entered into the maintenance plan, based on the maintenance information 
of each device is stored in the database. Manager can also edit, add, delete in the plan 
table and save the plan into database. 

 

Fig. 12. Interface for reporting maintenance results. 

After maintaining the device, technical staff can use this feature to report maintenance 
results and save them into database. This is a great advantage if manager want to check 
the maintenance history of each of equipment. He can have the necessary assessment 
of the operation of the equipment to determine the next maintenance plan. It help the 
device can work most effectively. 

 

Fig. 13. Interface equipment maintenance history. 

History maintenance searching feature is built very useful include search by equipment 
name, equipment identifier, serial number, model, department which use equipment or 
maintenance time.  

 

Fig. 14. Interface list of replacement materials. 
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List of replacement materials is established with full equipment information, help the 
equipment department know what equipment is available in the store or equipment that 
need to buy outside. In addition feature finding information about replacement materials 
of equipment allows the user to quickly find the replacement materials to be prepared 
before each of maintenance. It helps to reduce maintenance time as well as budget for 
maintenance. [3, 4] 

4  Conclusions  

This paper presents a model of management process for medical equipment. The model 
was built in software on a database of nearly 800 medical devices at hospital E. 
Software has brought positive effects in maintenance management such as limiting 
delay time or missing in the maintenance process, helps to shorten maintenance time, 
saves energy in the planning maintenance of medical equipment. It helps managers and 
technicians can have the necessary assessments about the operation of the equipment to 
make it as efficient as possible. Software is developed at the level of testing and 
assessing stability of it to apply in reality. 
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Abstract- There is both a demand and need for delivering patient centered care 
in health systems.  This is especially challenging in developing countries in which 
resources are limited, population health burdens are extensive, and coordination 
between facilities is fractured.  The development of a low cost, centralized, real 
time data collection platform would be a powerful tool in understanding patient 
centered healthcare needs and issues. We report a pilot project that seeks to 
establish such a healthcare research network in Vietnam.   This pilot used a web-
based database collection tool called REDCap (Research Electronic Data 
Capture).  We programmed a validated general health quality of life questionnaire 
in both English and Vietnamese that was used to collect patient responses.  A 
total of four hospitals located in Hanoi, Vietnam participated in the pilot project 
of patients presenting with otolaryngology-head and neck complaints and 
concerns between January 23 and January 26, 2018.  We report outpatient 
responses and their associated quality of life in ten specific domains.  This pilot 
demonstrates the successful international collaboration among academic, non-
profit, clinical entities in establishing this low-cost research network. This will 
be a platform that could easily be expanded to include other healthcare facilities 
in conducting quality improvement and research projects.  We envision this 
approach as an important tool in improving health care quality in developing 
countries throughout the world. 
Keywords- practice based research, network, quality of life, otolaryngology, 
quality improvement 

 
1 Introduction 

In developing countries such as Vietnam, healthcare can be a major challenge due to 
high patient needs, limited resources for clinical and research activities, and fractured 
healthcare networks among facilities.  Delivery of healthcare can vary among individual 
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practices as well as institutions.  Policies, protocols and practices have been developed 
to improve the overall quality of healthcare and better standardize the quality of care 
regardless of facility or institution [1].  These steps often do not incorporate an 
important perspective – that of the patient.   

Assessing and incorporating patient reported outcomes (PRO) have been recognized 
as an important part of improving healthcare [2].  PRO are data collected about a certain 
outcome based on the patient’s own experience.  Thus, PRO involves valuable 
information on measurements based on actual patient experience.  Healthcare quality is 
improved when patient quality of life experiences (i.e. eating, communication) are 
improved[3, 4]. 

Practice based research networks (PBRN) have been established as a means to 
collect and perform research in a way that seeks to understand related practices as a 
whole [5]. Indeed, in the US as of October 2016, there were 178 PBRNs registered that 
involved all 50 states and over 25 countries [6]. PBRN have been used to assess 
important practice trends within a system.  For example, the CHEER (Creating Health 
Excellence and Education through Research) network is an otolaryngology based 
network of 30 practices with half being academic and the other half being private 
practice[7].  CHEER has demonstrated how quality improvement and research projects 
that can inform how different individual sites compare to each other [8].  This facilitates 
opportunities for improving patient care and standardizing best practices. 

Having such a PBRN in developing countries would be an important tool in 
understanding current practices and identifying areas in which healthcare delivery 
could be improved.  Therefore, we sought to establish a pilot practice based research 
network based in otolaryngology practices in Hanoi, Vietnam.  Our pilot included a 
web-based quality of life (QOL) tool centered on global health in both physician and 
emotional domains (PROMISE Global Health v.1.2).   Our goals were 1) to establish 
feasibility of collecting PRO from patients at different hospitals and 2) to report on the 
global health of patients having ear, nose/sinuses and/or throat problems at 
otolaryngology head and neck clinics. 

2 Material and Methods 

This work was considered quality improvement (QI) due to its focus on studying 
care delivery processes and thus did not require IRB approval.  Data collection was 
done in a manner that did not collect any personal health information and was 
completely anonymous.  Furthermore, we sought to improve care delivery to patients 
by using available validated tools to assess physical and emotional health at 
presentation at the otolaryngology clinic. 

We collaborated with Research Exchange International (REI) Vietnam, an 
established non-governmental non-profit organization based in Colorado Springs, CO 
USA. REI has been working within the healthcare sector for over 20 years and has been 
instrumental in improving otolaryngology related healthcare throughout the country.  
REI provided logistical and administrative support throughout the QI project. 
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An initial cohort of four hospital based otolaryngology practices were chosen for this 
pilot study.  These were chosen based on existing relationships with REI, as well as 
representative of different types of hospitals in Hanoi.  These hospitals were National 
ENT Hospital (quaternary national referral center), E Hospital (general and national 
level facility), Vietnam-Cuba Friendship Hospital (city level facility), and Hanoi 
Medical University Hospital (academic training facility).   

An informational session was held with key stakeholders and partners prior to 
implementation.  The goals of the project were shared and workflow pathways were 
created to capture data during patient intake.  Administrative approvals were obtained 
from all locations for this pilot study.   

The Global Health QOL tool v.1.2 was chosen as the pilot tool. This tool is a 10 
question tool that is not disease specific.  It also has been translated into several 
languages and is available on line through the PROMIS Patient-Reported Outcomes 
Measurement Information System) Health Measures website 
(http://www.healthmeasures.net/explore-measurement-systems/promis). This Global 
Health tool was translated into Vietnamese by a native speaker and was independently 
reviewed by another two native Vietnamese speakers.  Data was scored according to 
instructions and cumulative raw sum scores for emotional and physical health were 
calculated.  These raw sum scores are then converted to a T-score.  T-Score distributions 
are standardized in that 50 represents the average (mean) for the US general population.  
One standard deviation from the mean is 10 points.   Incomplete surveys were censored 
from analysis because incomplete surveys are invalid.  Furthermore, the survey tool has 
only been validated for adults and therefore respondents <18 years of age were 
excluded.   

The REDCap database was used to collect the data from the PROMIS Global Health 
survey v1.2.  REDCap is a web-based, secure, HIPAA-compliant, system for building 
and managing web-based research projects such as surveys and databases [9].  The 
survey was coded electronically and available to be used on Kindle tablets. Paper copies 
were also available for use. 

3 Results 

The pilot project was implemented over four days from January 23-26, 2018.   A 
total of 762 surveys were collected from outpatients having self reported ear, 
nose/sinuses, and/or throat problems (206, 167, 389 respectively).  The number of 
surveys that were collected from each site varied.  The National ENT Hospital collected 
a total of 354 surveys.  Vietnam-Cuba Friendship Hospital collected 229 surveys.  
Hanoi Medical University collected 88 surveys, and E Hospital collected 91 surveys,    
There was an approximate 99 % completion rate of surveys (750 of 762 surveys 
complete).  Most data was collected on paper and then transcribed into the REDCap 
database using the Kindle tablets. 

A total of 66 surveys were excluded, 54 surveys were <18 years and 12 were 
incomplete.  This resulted in 696 adult patients who had ear, nose/sinuses, and/or throat 
issues available for analysis.   
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Survey data was reviewed and scored per instructions.  The mean Physical Health 
T- scores for ears, nose & sinus, and throat were 42.3, 39.8, and 42.3 respectively.  The 
mean Mental Health T-score for ears, nose & sinus, and throat were 43.5, 43.5, and 43.5 
respectively.  The physical health and mental health T-scores for patients presenting 
with ears, nose/sinuses, and throat concerns are represented in Figure 1 and 2 
respectively.  

  

Figure 1: Physical Health T-Scores (50 is equivalent to the average for the US population.) A change in 
10 represents one standard deviation. 
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Figure 2: Mental Health T-Scores (50 is equivalent to the average for the US population.) A change in 
10 represents one standard deviation. 

4 Discussion 

We report on the first otolaryngology based PBRN in Vietnam.  We describe the 
approach to setting up the PBRN and describe results in an initial pilot to collect 
anonymous QOL data.  This data was collected in REDCap, allowing for monitoring, 
data auditing, and also initial analysis.  This web based data is accessible to all 
participating sites.   Our data show the QOL effects from ear, nose & sinuses, and/or 
throat complaints in both the physical and mental health domains.  Although the data 
demonstrate a normal distribution of responses, there appears to be more of a negative 
impact on physical health from those with nose & sinuses complaints and concerns. 

We demonstrate that healthcare teams can implement this approach into current 
practice routines as well as collect patient reported outcome.  Data from this validated 
survey and other validated surveys could facilitate interventions to improve healthcare 
delivery.  For example, healthcare teams may be able to screen and identify patients 
whose scores are outside of one deviation from the mean.  This relatively simple survey 
would enable healthcare teams to better address mental and physical needs of the patient 
and their families.  Follow-up using these same tools would provide longitudinal 
assessment of treatment effectiveness of these needs. 

The outpatient clinics at these study sites, like others in developing countries, have 
significant daily clinical demands. Some otolaryngology clinics in Hanoi see over 100 
patients per day.  This heavy clinical demand may be an advantage in QI projects such 
as this one. It makes the ability to capture large number of subjects possible over a few 
days. Such large volumes open an opportunity for rapid project enrollment and meeting 
recruitment target. QI or research projects will need to work with clinical staff and 
faculty to minimize the impact of such data collection projections on clinical workflow.   

Further steps include expanding the network to other hospitals not only in and around 
Hanoi, but also throughout the country.  Data could also be collected from the general 
public to compare with the average from the US.  Specific data analysis as defined by 
the area of concern is ongoing to identify interventions than may address some of the 
needs as reported by patients. Future studies would potentially incorporate electronic 
input by the patient with immediate scoring to be available to the treating clinician at 
the point of care. 

5 Conclusions 

This pilot work demonstrates the feasibility of establishing a PBRN in Vietnam.  It 
also demonstrates the advantages of using a web-based data collection system such as 
REDCap to collect data from multiple sources. Finally, through using validates survey 
tools, areas of improvement can be identified from PRO that can be in the clinical care 
of patients.  Key partnerships among different collaborators is vital for establishing a 



626 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

PBRN.  This approach may be an important step in developing research and improving 
healthcare delivery in other countries. 
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Abstract. Medical technology (MedTech) is traditionally seen as 
enabling the delivery of health in a better, innovative fashion. For 
example, the Da Vinci robot enables robotic surgeries, and Ardian 
enables surgical treatment of refractory hypertension. More recently, 
there has been a profound shift in emphasis on technologies that can 
provide cost-saving values to the payers. To this end, value signposts are 
fundamental in identifying and addressing clinical needs on a global 
scale.  These value signposts include the potential to keep patients out of 
the hospital, change location of care to less expensive venues, and 
diagnose a condition earlier to reduce complications and/or slow disease 
progression.  These presentations will review the key value signposts for 
translating health science technology and apply them to two case studies. 
 Case 1: Even with readily available Emergency Medical Service and 
well equipped tertiary medical centres dotted across Singapore, the rate 
of patients with ischemic stroke receiving thrombolysis is low at 6.3%. 
Patients missing the window for thrombolysis have worse clinical 
outcome and require expensive rehabilitation. Our Singapore Stanford 
Biodesign team developed an app to identify the three most common 
symptoms of stroke and automatically activate medical response.  
 Case 2: Our team of physicians from Singapore and the United States 
identified a scarcity of nasoendoscope in Vietnam. Only 45% of central 
and regional hospitals have nasoendoscopes whereas no community or 
district hospitals have such capacity. The team developed an affordable, 
LED-based, cord-free, AAA-battery-powered nasoendoscope system 
with data acquisition and transmission circuitry. This device can 
potentially add significant value to the delivery of ENT care in Vietnam 
and beyond.     
 The objective is to demonstrate how innovations with strong focus on 
reducing the costs to healthcare systems have global appeal.   
Keywords: MedTech, Stroke, Health App, HealthTech Telemedicine, 
Head and Neck Cancer, Nasoendoscope, Endoscopy 

1 Introduction: 

MedTech is seen broadly as any healthcare product used to treat a wide range of medical 
conditions to save lives, and to alleviate symptoms and sufferings. From the contact 
lens used in the home to the sophisticated Da Vinci machines in modern operating 

mailto:thienkhanh.nguyen@mohh.com.sg
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theatres, MedTech devices shared the common thread of benefiting health and 
improving quality of life. Entrepreneurs entering the MedTech space, the authors 
included, are often drawn to the appeal and seduction of inventing a next generation 
catheter, a better robotic surgical system, or an avant-garde device that makes existing 
technologies obsolete, enable new procedures and disrupt how care is being delivered. 
Intuitive Surgical (Netherlands) pioneered the field of robotic surgery. Ardian (USA) 
enabled minimally invasive renal denervation for the treatment of hypertension. 
BrainSpec (USA) is an example of a medical device that enable needleless brain biopsy 
that seeks to enable accurate, efficient, and non-invasive diagnosis of brain disorders. 
Cam Med (USA) is a medical device startup that aims to replace existing drug-delivery 
devices that are often bulky and complex with a flexible, bandage-like patch pump. 
These devices are examples of MedTech companies that are extremely innovative and 
continue to push the overall boundaries of MedTech.  

However, innovation is not always about pushing the boundaries on what we can do. 
Arguably, it is becoming progressively essential for MedTech entrepreneurs to deliver 
technologies that can provide cost-saving values to the healthcare systems while 
maintaining equivalent or better outcomes. Understanding some of these value 
signposts can help guide the entrepreneur toward delivering MedTech innovations with 
global appeal. Table 1 summarises some of the potentials to reduce healthcare spending. 
The case studies that follow draw from the authors’ own experience using these 
signposts to identify and attempt to address compelling clinical needs in Singapore and 
in Vietnam, two countries with starkly different healthcare environments, structures, 
regulations, and challenges.  

Table 53 Practice-based signposts that may reduce healthcare spending [1] 
 Potential to keep patients out of the hospital 

 Potential to shorten length of stay 
 Potential to change the location of care to less expensive venues  

 Potential to reduce the procedure time or resource use   
 Potential to shift a service to a lower-cost provider  

 Potential to reduce the number of staffs required to carry out a procedure  
 Potential to diagnose a condition earlier to reduce complications and/or 
prevent/slow diseases progression 

2 . Case Studies 

2.1 Case I: My Stroke Alert Technology: MyStAT 

Stroke is one of the leading causes of mortality and the leading cause of adult 
disability in the world. In the United States of America alone, stroke consumes 
approximately $65 billion in direct and indirect healthcare costs [2]. At the individual 
level, the toll of stroke is infinite with most elderly patients preferred death over a 
disabling stroke [3]. Most strokes are ischemic, for which exist established treatments 
such as intravenous recombinant tissue plasminogen activator (tPA) and endovascular 
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thrombectomy. Both treatments have been shown to improve functional outcomes, but 
must be initiated within 4.5 and 6 hours respectively [4]. 

Thus, in the treatment of stroke, emergency medical help is crucial for improved 
outcomes. Singapore, with state-of-the-art hospitals sprawling across the city state and 
a well-trained and well-staffed emergency medical service (EMS), is well-positioned 
to provide timely and efficient stroke management to its population. Ambulance 
statistics in Singapore reports a response time and delivery time of 11 minutes and 20 
minutes respectively [5]. The door-to-drug time could be as soon as 60 minutes [7]. 
Unfortunately, the percentage of a patients receiving thrombolysis treatment in 
Singapore is a paltry 6.3% [8]. The reality is that there is no chain of survival without 
detection of symptoms. 

Most stroke patients in Singapore miss out on the treatment window because they 
fail to recognize stroke signs and symptoms. In 2007, only 9% of patients presented to 
the hospital emergency department (ED) within 2 hours of symptoms onset and the 
median time to hospital arrival was 16 hours and 5 minutes [9]; in 2009, only 6% of 
patients presented within 2 hours and the median time to hospital arrival was 20 hours 
and 45 minutes [10]. In fact, poor patient awareness of symptoms and delay in 
seeking medical care have long been reported to affect tPA rates in other countries as 
well [11,12]. Currently, the most widely adopted method to combat this problem is 
through national campaigns to increase public awareness. The acronym FAST has 
been used to represent the 3 major signs and symptoms of stroke – namely, Face for 
any signs of facial droop, Arms for any signs of arm weakness, Speech for any 
slurring of speech and Time, a reminder to alert EMS. However, just having 
knowledge of symptoms may not help. In the DASH II study, the authors found no 
association between knowledge of stroke symptoms and the increased use of EMS for 
stroke [13]. Thus, the deficiency in the detection of the signs and symptoms at the 
onset of stroke creates a gap in the delivery of care that is currently unresolved. 

Our team at the Singapore-Stanford Biodesign program adopted the design thinking 
and innovation methods taken from the Stanford Biodesign program to address this 
need. One part of our solutions is the first interactive mobile app of its kind, the 
MyStAT App. The app utilizes the sensors in the phone to help the user self-monitor 
for the same 3 major signs of stroke as mentioned above – F, A, S. Our app uses a 
simple, easy-to-understand user interface design to help users monitor for changes in 
facial features, arm weakness and slurred speech. We designed an intuitive process 
where users are instructed to lift the phone, take an image with the front-facing camera 
and read out a simple line of text. Our proprietary algorithm will then analyze these 
inputs for any anomalies. If the user displays any significant variation from their 
baseline, the app will offer the user a quick-call option for EMS or a caregiver. By 
providing a fast, intuitive and intelligent way to assist these at-risk patients, we aim to 
decrease time to treatment, increase tPA rates and thus, improve the chance of stroke 
victims receiving time-sensitive acute care. The team has secured funding to complete 
the development of the technology and is aiming to work with nursing homes, senior 
activity centers and hospitals to optimize the app. We are also currently in discussions 
with key insurance providers in Singapore to adopt various forms of the technology and 
secure a wide distribution among the local population. 
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2.2 Case II: ENsiTe 

Head and neck cancers (HNC) are the 6th most common cancers worldwide, with an 
incidence of 550,000 patients a year and a mortality rate of 356,000 patients a year [14]. 
In addition to the high mortality rate, HNC is extremely morbid and surviors 
experienced decreased quality of life [15]. HNC can significantly impair a person 
appearance as well as basic life functions such as breathing, eating, and speaking [16, 
17, 18]. The mortality and morbidity of HNC are even more severe in Third World 
countries. Firstly, the highest prevalence of the disease is found in Asia and Southeast 
Asia countries with resource poor healthcare infrastructures, including Vietnam [19]. 
Not only the population in these areas have genetic predisposition to develop cancer of 
the nasopharynx but lifestyle factors such as alcohol, tobacco, and betel nut usage and 
environmental factors such as heavy metal pollution are also commonplace in these 
regions. Secondly, due to the lack of access to care, HNC are often diagnosed late, 
resulting in significantly higher cancer morbidity and mortality [20]. Thirdly, with 
almost no existing allied health services such as speech therapists, physiotherapists, or 
psychologists, patients who survive the treatments are often disabled by resection and 
left with poor quality of life.  

The flexible nasopharyngoscope (FNS) is an invaluable tool in the standard-of-care 
assessment of the upper aerodigestive tract in developed countries. The flexible scope 
is inserted through the nasal cavity into the back of the throat, enabling a full assessment 
of all the head and neck areas that are at risk for cancer. In developing countries like 
Vietnam, the gold standard for upper aerodigestive examinations is the rigid scope. The 
rigid scope has significant drawbacks compared to the flexible one as it is more 
uncomfortable for the patients and offered limited view of the larynx, nasopharynx, and 
nasal cavity. However, rigid scopes are more affordable than flexible.  Base on focus 
group discussion and pilot site visits with Vietnamese physicians in 2014, due to lack 
of skills and fundings, only 45% of national level hospitals located in major cities are 
equipped with FNS. This represents a significant gap in the ability to properly diagnose 
HNC and during follow up to assess for treatment response or for recurrences.  

Our team of physicians and engineers from Duke University (USA) and Singapore 
designed a low-cost and portable FNS using complementary metal-oxide 
semiconductor (CMOS) camera and LED technology. The device includes a CMOS 
camera with built in LED lights at the tip of the endoscopic shaft. The handle carriers a 
tungtsen wires-pulley mechanism that enables bidirectional control of the endoscopic 
tip, the CMOS camera processor, a connector to an LED screen, and a power source. 
In our earliest iteration, the power provided by 4 AAA-batteries powered both the LED-
CMOS camera complex and the LED light. With these early prototypes, the team 
carried out an early pilot study in Vietnam in 17 patients. The initial responses were 
positive. Most physicians were able to handle the prototypes well and completed all the 
exams. The LED brightness was sufficient and the image captured by the CMOS 
camera is clear and focus (Fig. 1). The physicians also find the prototypes no more 
difficult to handle than the rigid. Patients also find our device less painful than the rigid, 
as evidenced by a much lower pain score with our device than the rigid.   
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Fig. 1. ENsiTe was used to assess a tracheostomy site of a patient who recently underwent a total 
laryngectomy. The trachea rings and the carina can be clearly seen on the LED screen of ENsiTe.  

 In our most up-to-date iteration, the LED screen is replaced by a smart device and 
the power is drawn directly from the smartphone or tablet. The app on this device allows 
recording and secure sharing of images, enabling the procedurist to be instantaneously 
connected to an ecosystem of global users for second opinions and/or referrals. 
Encouraged by fundings from angel investors in Vietnam and supported by local 
physicians, the team goal is to make ENsiTe available for targeted screening of HNC 
in three major cities in Vietnam: Hanoi, Ho Chi Minh City, and Danang by the first 
quarter of 2019.  

3 Discussions: 

The above case studies demonstrate that medical technologies that can reduce 
healthcare spending have universal appeal, whether it is in a top 3 GDP per capita 
country like Singapore or an emergent country like Vietnam. ENsiTe was developed to 
be used in underserved populations in emerging markets. However, due to its focus on 
being low-cost and being able to be used in less expensive venues by primary care 
physicians, ENsiTe carries a strong value proposition to be used in developed countries 
for screening. If ENsiTe screens and detects a laryngeal tumor when it is stage I, it can 
be treated definitively with primary radiotherapy at €1,773 compared to a stage III 
tumor that requires elaborate laryngectomy at €22,298 [21]. A medical device with a 
potential of reducing healthcare spending has a strong and enduring appeal globally. 

Perhaps, at this time, an important distinction between healthcare cost and healthcare 
spending needs to be established. Healthcare cost refers to the cost of delivering a 
healthcare service. Healthcare spending refers to the total money spent for a particular 
group of patients over a period of time. A patient suffering from ischemic stroke who 
does not receive tPA requires higher healthcare spending than a patient who received 
tPA due to longer hospital stay, complications, longer rehabilitation, and nursing home. 
Another study designed to look at the overall, societal economic benefit of increasing 
utilization of TPA shows a net savings of as much as US$7.4 millions for every 2% 
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increase in tPA-treated patients and as high as US$73.9 millions for an increase of 20% 
in proportion of ischemic stroke patients that receive tPA [22]. Similarly, a patient who 
is diagnosed with early nasopharyngeal carcinoma can be treated with local resection 
and thus, requires less healthcare spending than an advanced cancer that requires 
invasive and complex nasopharyngectomy, lengthy hospitalization, and sophisticated 
rehabilitation. The distinction between cost and spending is important because new 
procedures or treatments will usually incur new healthcare costs. What is critical is that, 
as illustrated in our case studies, the new devices may not necessarily incur additional 
spending and therefore, provide good value for money. New procedures that incur 
significant spending will face a significant barrier to entry in an increasingly cost-
conscious healthcare culture.  
 An inescapable fact about new medical technology is that patient outcome is 
not the only driver for technology diffusion. Certainly, veracity of clinical data can 
facilitate diffusion among clinicians. However, economic considerations such as the 
insurer’s willingness to pay or the payer’s funding policies may hasten or slow down 
diffusion of technology. To this end, innovators should strongly consider obtaining 
economic data endpoints while designing clinical trials for their technologies. Being 
able to offer convincing economic evidence will build a robust value proposition to 
payers and thus enhance the diffusion and adoption of new technologies. The plethora 
of high quality publications on the economic advantages of receiving tPA vs not 
receiving tPA enable the authors to gather support from insurance providers and to 
obtain further funding to continue MyStAT’s development. The HNC space is a 
younger and less studied fields than stroke, particularly in the area of cost effectiveness 
and cost analysis. However, we will be collecting prospective economic data in our 
future studies as part of our comprehensive strategy to advocate for the routine 
screening of HNC in high risk populations. 

4 Conclusions: 

Increasingly, payers and governments will stop spending indiscriminately for health 
care products and services. MedTech entrepreneurs and innovators will benefit from 
being cognizant about value, healthcare cost and healthcare spending to develop 
effective and long-lasting solutions with global impact.  
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Abstract. Tuberculosis is a serious infectious disease. Vietnam is one of the 20 
countries with the highest TB incidence, and the mortality rate due to tuberculosis 
each year in Vietnam is nearly double than that due to traffic accidents. To assist 
physicians in Vietnam rural areas dealing with tuberculosis and reducing pressure 
on central hospitals, a medical expert system has been developed based on fuzzy 
logic rules to give advice for diagnosis and treatment of tuberculosis. 
Keywords: Medical expert system, Tuberculosis, Diagnosis. 

1 Introduction 

According to [1], Tuberculosis (TB) is an infectious disease caused by bacteria 
(Mycobacterium tuberculosis). TB can be seen at any parts of a human’s body, of these, 
pulmonary tuberculosis (PTB) poses the most popular type and is the main source of 
TB transmission. Africa and Asia are two places having the majority number of TB 
incidence rates every year. 

When Mycobacterium tuberculosis bacteria enter the lungs, they are usually walled 
off into harmless capsules (granulomas) in the lung, causing infection but not disease. 
These capsules may later wake up weeks, months or decades later causing active TB 
disease [2]. 

Under the report of WHO in 2016 [3], Vietnam is one of the 20 high TB burden 
countries and also experiences the highest rate of multidrug-resistant cases. Every year, 
it is estimated that there are 17,000 deaths relating to TB, nearly twice as much as the 
mortality rate caused by traffic accidents. However, central hospitals in the cities, where 
facilitate with advanced technologies to diagnose and cure the disease, seem to be 
overloaded due to the large number of patients. For this reason, it is necessary to have 
a solution of remoting coordination in order to reduce the burden of overloading 
patients for the central hospitals. 

In the past decades, medical expert system (MES) has been strongly investigated into 
diagnosis of diseases in many hospitals. MESs are usually used for diagnosing a specific 
disease, teaching to medical students, advising to patients. However, this is not popular 
in Vietnam due to spending too much time and money on physicians and bioengineers. 

There have been a lot of successful MESs for medical diagnosis in the world such as 
MYCIN [4], HERMES [5], PUFF [6]. Basically, they are a computer program that 
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represents and reasons with knowledge of some specialist subjects with a view to 
solving problems or giving advice. With the tremendous growth of applying artificial 
intelligence in medical field, the automated and fast response programs allow reducing 
high risks of human errors process. Generally, MES is a computer program utilizing 
expert’s knowledge to give advice about specific disease. 

In some MESs, the fuzzy rules are used in inference engine because this kind of rules 
can deal with specificity, sensitivity, positive and negative predictive values for 
diagnosing. The fuzzy logic rules offer better results in cases of dealing with 
uncertainties and inexactness because they permit to align with human’s thinking in 
evaluating and processing disease data. 

In this research, an expert system, named QCTuber, for consulting diagnosis of 
Tuberculosis is programmed in Matlab software and uses fuzzy rules for its inferences. 
This expert system gets data from a patient to serve rule-based reasoning to address a 
consultancy for the clinical decision of pulmonary tuberculosis and to assist physicians 
in rural areas dealing with the significant development of tuberculosis, multidrug-
resistant and reducing pressure on central hospitals.  

The structure of the paper is organized as follows: The design of search tree for the 
fuzzy-based MES is introduced in the second section; the setup of the fuzzy inference 
system is presented in the third section; after that, the user interfaces are described. 

2 Design of fuzzy-based MES 

The principle diagram of the fuzzy-based MES for diagnosis is shown in Fig. 1 with 
four modules: Fuzzifier, Rules, Inference Engine, and Defuzzifier. 

 
Fig. 154. Principle diagram of the fuzzy-based MES for PTB diagnosis. 

The input data of the system are the symptoms and test results of a tuberculosis 
patient. These symptoms and test results are then fuzzified into fuzzy sets by the module 
Fuzzifier and provide them for the module Inference Engine, where the input data are 
compared to the given rules (in module Rules) represented from the physician expert 
knowledge to produce the fuzzy result set. After the fuzzy inference, the fuzzy results 
are defuzzified to crisp results by the module Defuzzifier. Based on the crisp results, 
the system produces an output decision for consulting PTB diagnosis. 
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The physician expert knowledge of tuberculosis diagnosis is stored in the module 
Rules and is represented by a search tree in Fig. 2. This is a search tree for diagnosis of 
pulmonary tuberculosis (PTB) consisting of two main branches: Clinical diagnosis and 
Definitive diagnosis.  

 
Fig. 155. The search tree for PTB diagnosis. 

In the nodes of the search tree, the rules for diagnosis are added. In fact, the rules 
taken from the knowledge of the physician experts are normally vague and rather 
complicated for the computer to understand. Therefore, it is necessary to make the 
complicated rules simpler and turn the vague rules into fuzzy logic ones. 

The fuzzy logic rules in the module Rules are formulated by the basic form: 

 IF  THEN i iA X  (30) 

From the basic form, several variant forms can be created as follows: 

 IF  AND  THEN i i iA B X  (31) 

 IF  OR  THEN i i iA B X  (32) 

where  
- Ai and Bi are crisp values defined under physician expert’s knowledge of PTB;  
- Xi is a crisp value represented for a singular conclusion of the expert.  
During developing a fuzzy-based MES, we may cope with many complex and vague 

rules such as: 

 IF  AND  THEN  OR i i i iA B X Y  (33) 

For example, the rule “IF extreme-cough AND high-fever THEN acute-pneumonia 
OR severe-tuberculosis” is rather complicated for programming. Fortunately, by using 
the formula (2) and (3), we can simplify (4) as follows: 

 
IF  AND  THEN 
IF  AND  THEN 

i i i

i i i

A B X
A B Y

ìïïíïïî
 (34) 
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Let us see again the given example, the rule “IF extreme-cough AND high-fever 
THEN acute-pneumonia OR severe-tuberculosis” now becomes less complicated with 
two new rules: i) “IF extreme-cough AND high-fever THEN acute-pneumonia”; ii) “IF 
extreme-cough AND high-fever THEN severe-tuberculosis.” 

It can be recognized that from a complex rule, we can simplify to many simpler ones. 
This allows the fuzzy-based MES easier to setup fuzzy logic rules and allows the 
computer program to operate more effectively. For this reason, the method of 
simplifying complicated rule to simple rules is adopted as the basic principle of 
developing diagnosis rules for the fuzzy-based MES. 

Now we analyze again the search tree in Fig. 2, the clinical diagnosis is executed 
based on the tuberculosis symptoms concerning sputum, urine, or cerebrospinal fluid. 
These symptoms can be divided into two kinds of pulmonary and extrapulmonary 
symptoms. Pulmonary symptoms usually concern lung symptoms and cough 
symptoms. The lung symptoms and cough symptoms are used as Ai and Bi to create 
fuzzy rules similar to the formula (5). On the other hand, extrapulmonary symptoms 
usually related to larynx, pleura, brain, bones, and joints [7] are utilized as Ai and Bi to 
create fuzzy rules. The clinical symptoms are pre-screened by a physician in a rural 
hospital. 

The definitive diagnosis is completed in a laboratory of bacteriologic examination 
involving Acid-Fast Bacilli (AFB) tests and chest X-ray. Technically, definitive 
diagnosis is performed in higher-level hospitals such as district or provincial hospitals. 

According to [8], to make the diagnosis easier for the patient during the daytime, two 
sputum samples should be tested instead of three sputum samples. The AFB tests use 2 
patient’s sputum samples to find out the presence of tuberculosis bacteria. Clinical 
diagnosis indicates whether the patient's symptoms that they present are related to 
tuberculosis, so clinical diagnosis should be made prior to the definitive diagnosis.  

Normally, AFB tests concern in five periods: AFB specimen collection, processing, 
and review; AFB smear classification and results; Direct detection of tuberculosis in 
AFB specimen; AFB specimen culturing and identification; Drug-susceptibility testing 
[9]. 

The module of Inference Engine executes an inference algorithm as the illustration 
in Fig. 3. First of all, the MES accomplishes a fuzzy inference based on the inputs as a 
result of AFB test. If the result of AFB test is positive (1 out of 2 sputum samples is 
positive), the result of fuzzy inference is a fuzzy value in a range of 0 to 1. The fuzzy 
logic rules in the module Inference Engine have the similar forms as (1), (2), and (3). 
The only difference is that the value of Ai and Bi are fuzzy instead of crisp. 
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Fig. 156. Fuzzy inference algorithm of PTB diagnosis. 

For example, if the results of AFB test are 2 values at the boundary of negative and 
positive values. They must be fuzzified into 2 fuzzy values a and b, with both a and b 
in the interval [0,1]. These fuzzy values represent the membership levels of a with Ai 
and b with Bi. Assuming that two fuzzy rules i and j concern in the input values a and 
b, as follows: 

 i

j

IF  =  OR  =  THEN  =  ( )
IF  =  AND  =  THEN  =  ( )

i i i

j j j

a positive b positive x positivePTB k
a negative b negative x chestXray k

ìïïíïïî
 (35) 

where ki and kj are certain factors of possibility. 
In the case of multiple output like (6), a fuzzy inference must be carried out as the 

following: 

 i i j j

i j

k x k x
X

k k
+

=
+

 (36) 
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where X is a fuzzy conclusion that harmonizes the output values of the possible rules 
concerning the patient. 

Equation (7) represents the principle of fuzzy inference in the MES. The output of 
the equation (7) is a fuzzy value. Hence, it is defuzzified at the module Defuzzifier. 

The broad-spectrum antibiotics treatment (not anti-TB drugs) is only effective 
against respiratory bacteria that does not work with PTB bacteria. Therefore, if 
symptoms are improved, the patient is not infected with PTB. In contrast, the AFB test 
should be repeated. It is noticeable that there are two times of performing AFB tests, 
which are similar to each other but not the same. 

Once the second AFB test result is positive, the patient is diagnosed with having 
positive PTB, and chest X-ray scan is carried out when the result is negative. The injury 
in the patient’s pulmonary shows that the patient has smear-negative PTB. Otherwise, 
if there is no injury found in the X-ray image, the patient is not infected with PTB.  

3 Setup fuzzy inference system 

Based on the expert’s knowledge of tuberculosis, the fuzzy inference system called 
QCTuber is settled with 9 inputs and 1 output as demonstrated in Fig. 4. The inputs 
include 8 common clinical symptoms of PTB and 1 outcome of chest X-ray scan 
described in [9]. The clinical symptoms are lingering cough, coughing up blood, mild 
fever in the afternoon, unexplained weight loss, chest pain, loss of appetite, fatigue, 
night sweats. The output of the fuzzy inference system is the suggestion for the patient 
concerning PTB diagnosis. 

 
Fig. 157. The fuzzy inference system for PTB diagnosis. 

We denote: 
𝑆 = {S1, S2, … , S9}: set of symptoms. 
𝜇 (degree value) is a number in the interval [0,1]. The value 𝜇 is divided into 𝜇𝑆 

and 𝜇𝐷 as follows: 
- 𝜇𝑆 = 1 means the symptom definitely present in patient; 
- 𝜇𝑆 = 0 indicates that the symptom definitely absents in patient; 
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- 0 < 𝜇𝑆 < 1 is equivalent to the possibility of appearance of symptom. 𝜇𝑟 is a 
number in the interval [0,1]. 

- 𝜇𝐷 = 1 means patients definitely have PTB; 
- 𝜇𝐷 = 0 indicates patients do not have PTB; 
- 0 < 𝜇𝐷 < 1 is equivalent to the possibility of PTB infection. 
The membership value of 𝜇 is illustrated in Fig. 5. 

 
Fig. 158. The membership values 𝜇 for PTB diagnosis. 

The inference machine structure of the QCTuber is based on the standard structure 
of MESs such as the TUBERDIAG expert system [10] for TB diagnosis and LDDS 
expert system [11] for detecting the lung diseases.  

The knowledge base of QCTuber comprises 65 fuzzy rules with the basic form as 
follows: 

 1 2 9IF , , ,  THEN , ( )Di iS S S levelofPTB km=K  (37) 

After all the rules are implemented, system will aggregate the outputs of the rules by 
the maximizing method. Then, defuzzification is the last step of inference process. The 
defuzzification used in QCTuber is the centroid method. The mathematical expression 
for fuzzy inference is similar to (7): 

 1

1

.Di i

n

i
n

i

D

i

k

k

m
m =

=

=
å

å
 (38) 

where n is a number of invoked fuzzy rules concerning the situation of the patient. 
The inference engine of QCTuber performs diagnosis in 3 steps: 
Step 1: Clinical diagnosis: Evaluate patient’s symptoms to find out chances they 

have levelofPTB (𝜇𝐷). If 𝜇𝐷 is greater than certain number 𝜀 (the number 𝜀 is determined 

Inputs/Output Levels Geometric 
shape Interval 

cough 
less trapmf [0 0 0.2 0.3] 
moderate trapmf [0.55 0.65 1 1] 
extreme trapmf [0.2 0.35 0.6 0.65] 

hemoptysis 
(coughing up blood) 

no zmf [0.4 0.6] 
yes smf [0.4 0.6] 

fever no zmf [0.4 0.6] 
yes smf [0.4 0.6] 

weight_loss no zmf [0.4 0.6] 
yes smf [0.4 0.6] 

chest_pain no zmf [0.4 0.6] 
yes smf [0.4 0.6] 

lost_of_appetite no zmf [0.4 0.6] 
yes smf [0.4 0.6] 

fatigue no zmf [0.4 0.6] 
yes smf [0.4 0.6] 

night_sweats no zmf [0.4 0.6] 
yes smf [0.4 0.6] 

cxr 
(chest x-ray) 

no trapmf [0 0 0.05 0.1] 
low trapmf [0.05 0.1 0.25 0.3] 
high trapmf [0.2 0.3 0.65 0.75] 
severe trapmf [0.65 0.7 1 1] 

PTB 
(output) 

no zmf [0.4 0.6] 
yes smf [0.4 0.6] 
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based on the experience of the physician, where 𝜀 =  0.3), then go to step 2. If not, go 
straight to step 3. 

Step 2: Definitive diagnosis: The system requires 2 sputum samples to look for 
bacteria, the AFB test and the result of chest X-ray image. QCTuber utilizes those inputs 
in combination with symptoms in step 1 to recalculate 𝜇𝐷. 

Step 3: Conclusion: Using results from step 1 and step 2 in the combination of 
equation (9) to give out the final result concerning the possibility of PTB.  

4 Design of user interface 

The whole program of the MES is written in Matlab, one of the most popular 
programming software for biomedical engineers. The MES, namely QCTuber, has 4 
layers of user interface: Beginning layer; Clinical diagnosis layer; Definitive diagnosis 
layer and Diagnostic Consult layer. 

The beginning interface is displayed in Fig. 6. The interface gives instructive 
information about diagnostic steps including Clinical diagnosis, Definitive diagnosis, 
and Conclusion. 

 
Fig. 159. User interface for first instruction. 

The next layer is the first clinical diagnosis. This window pops up when users click 
on the Diagnosis button in the beginning interface. Eight typical symptoms of PTB that 
have been mentioned above will be listed in this interface. 

After pressing the Next button in Fig. 7 (right), the system will evaluate the 
possibility that the patient has PTB 𝜇𝐷 based on user’s answers. If 𝜇𝐷 is not greater than 
𝜀 then QCTuber will show the Diagnostic result interface like in Fig. 9 on the left. In 
contrast, the definitive diagnosis is recommended. 

The left side of Fig. 8 displays the user interface of definitive diagnosis on AFB test 
results. If 𝜇𝐷 is greater than 𝜀, this interface will show up. The right side of Fig. 8 is the 
definitive diagnosis of any injury in patient’s lung based on chest X-ray image. 

There are 2 kinds of information on the left side of Fig. 9. The written information 
in the above white box tells user that he/she is not infected with PTB. The below pie 
chart implies the percentage of PTB infection (red color) and not PTB infection (green 
color). Similarly, the diagnostic consultancy on the right side of Fig. 9 tells the user that 
the patient is diagnosed with PTB and the percentage of its possibility. 
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As a result of the study, the designed program is not meant to use for the doctors at 
the district or provincial hospitals because they can directly give the diagnosis as the 
experts. However, this program is really useful in rural hospitals where competent 
physicians are both lack in quality and quantity. The outputs of the program are used as 
suggestions for giving followed-up treatment regimen whether they will be treating at 
home, inpatient or transferring to the provincial hospitals. The significance of the 
suggestions is to reduce the over-crowded problems in the provincial hospitals. 

 
Fig. 160. User interface for first clinical diagnosis and for final clinical diagnosis. 

 
Fig. 161. User interface of definitive diagnosis for AFB test and Chest X-ray results. 

 
Fig. 162. User interface for consulting. 
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5 Conclusion 

The paper presents the design of medical expert system QCTuber for consulting 
diagnosis of Tuberculosis. QCTuber is written in Matlab and uses fuzzy logic tools for 
designing the fuzzy inference system.  

The program is designed with the simple and intuitive user interface to help 
physicians in Vietnam rural areas be more confident throughout medical practices. 

In the next period, QCTuber needs enriching the knowledge base, increasing the 
number of fuzzy rules, and improving the user interface. After that, several experiments 
will be performed under the patient data of the rural hospitals 
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Abstract. The oral discomforts are still popular and impact on daily activities, 
reduce quality of life of the patients.  Aim: The objectives of this study were to 
determine the prevalence, intensity, and extent of the impacts, caused by oral 
problems on 12- and 15-year-old children in Can Tho city. Materials and 
methods: 407 children at 12 and 402 children at 15 from 10 out of 62 secondary 
schools in 9 urban and suburban districts in Can Tho city were selected into the 
study by probability proportional to size sample selection method. Vietnamese 
child version of the Oral Impact of Daily Performances (Child-OIDP) was 
employed to evaluate oral impacts on 8 daily activities. Results and discussion: 
The prevalence of oral impacts was 87% of children at 12 and 78.6% of those at 
15. The most frequently impacted among daily performances was eating (64.6% 
12-year-old pupils, 53% those at 15), then next was cleaning mouth, emotion, and 
smiling. Among children with impacts, 36.4% and 15.2% children (at 12 and 15 
respectively) reported impacts on more than five daily activities and with severe 
to very severe intensity relatively high (16.7% and 11% sequentially). 
Conclusion: Oral impacts on daily performances were very common, rather wide 
but not severe among children at 12 and 15 years old in Can Tho province. Affects 
on the former were more than on latter, in urban districts were higher than 
suburban ones significantly. The common reasons were tooth decay, toothache, 
oral ulcer, swollen gums and sensitive tooth. 
Keywords: Child-OIDP, Oral impact, Daily activities 

1 Introduction 

Report of the World Health Organization in 2008 [1] on global oral health, periodontal 
disease and tooth decay were still two common oral diseases, affecting human health, 
psychological, physiological and social activities, daily life and reducing quality of life 
of the patient. 

The methods of treatment as well as researches of oral health in traditional way 
usually concentrated on studying and solving the problems of diseases, mainly focusing 
on having or not having the diseases, reporting health status according to clinical 
indicators and ignoring subjective perception of patients about health and illness as well 

mailto:nvtdoan123@gmail.com
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as their impact on patients’ daily lives. Therefore, the concept of "Oral Health-Related 
Quality of Life” was born, fully met the definition of health and oral health of the World 
Health Organization. Along with the launch of this, the socio-dental health indicators 
appeared and were more and more widely used to assess the impacts of oral health 
problems on quality of life. 

However, generally in Vietnam and particularly in Can Tho city, there were very 
few studies about oral health, using socio-dental indicators. Therefore, this study was 
undertaken to assess the impact of oral health problems on daily activities of 12 and 15-
year-old children in Can Tho. 

2 Materials and Method  

The research targeted all children at 12 and 15 years old in the Can Tho city in 
2011 as the children are in pre and early teen and are prone to oral health diseases due 
to poor habit. No previous similar study has been done in Can Tho province before. 
Furthermore, the principal research is a staff of Can Tho University and Pharmacy. 
Therefore, it is feasible to conduct the study at the chosen location. Sample population 
was 6th and 9th class pupils of the 2010-2011 school year in secondary schools. Using 
sample size calculation with type 1 error probability of a maximum of 5% and 
sampling method of cluster sampling of Probability Proportional to Size, 400 of 6th 
and 400 of 9th grade pupils were selected from 10 schools (6 schools in urban and 4 
ones in rural area) among 62 junior high schools in 9 districts of Can Tho city. There 
were 3 interviewers who were qualified and trained dentists for this survey at the 
above-mentioned schools. These interviewers collected all the identified information. 
The University of Medicine and Pharmacy Ethics Committee approved this study 
as well as local authority. Consent from participants also was obtained. 

The Vietnamese version of the questionnaire Child Oral Impacts on Daily 
Performance (Child-OIDP) was used. This Vietnamese version was previously 
validated and used in two previous studies in Ho Chi Minh City. First, children were 
delivered questionnaire, listing dental discomforts and under the guidance and 
interpretation of the investigators, they marked a cross on those that they had 
encountered in the past three months. Secondly, they were interviewed to assess 
whether these oral problems had impacted on their daily activities, including: (1) eating 
food, (2) speaking clearly, (3) cleaning mouth, (4) relaxing including sleeping and 
resting, (5) laughing (smiles, big laughs without embarrassment), (6) spiritual comfort, 
(7) learning and doing homework, (8) contacting to people. If the answer is "yes" in any 
activities, interviewers would ask about the frequency, the severity and the reasons for 
that daily activity impact. The frequencies were evaluated with a scale between 1 and 
3. If impaction was on regular basis, scale was classified: (1) 1 or 2 times/month; (2) 3 
or more than 3 times/month or 1 or 2 times/week; (3) 3 or more than 3 times/week. If 
impaction was infrequently or less than 1 times/month, scale was based on the total 
number of affected days during the last 3 months: (1) 1 to 7 days; (2) 8 to 15 days; (3) 
over 15 days. The severity was scored from 1 to 3: (1) effected slightly (slightly difficult 
to perform activities); (2) average impacted (difficult to implement activities); (3) 
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severely impacted (unable to perform activities). Thirdly, from the questionnaire about 
the dental discomforts that children completed crossing at first step, interviewers asked 
which of them were the causes of impactions. If at the second stage, children answered 
"no", score of 0 would be filled for both the frequency and severity of the impact on 
daily activities.  

For data analysis, the Child-OIDP score of each affected daily activity was calculated 
by multiplying the frequency scale with severity scale (the lowest score was 0 and the 
highest one was 9). The total OIDP score of eight daily activities were the total Child-
OIDP score of eight activities (ranging from 0 to 72) divided by 72 and then multiplied 
by 100 to render percentage score, valuing from 0% to 100%. The prevalence of oral 
impact on daily activities was measured by the proportion of children having at least 
one daily activity with Child-OIDP scores greater than 0. The intensity of impact on 
each activity was categorized into five levels based on its child-OIDP score: (1) very 
slight (1 score); (2) slight (2 score); (3) moderate (3 to 4 score); (4) severe (5 to 6 score), 
and (5) very severe (7 to 9 score). The extent of influences is the number of daily 
activities impacted (lowest was 0 and the largest was 8). 

When comparing the impacts of oral problems on daily activities between 12 and 15 
years-old children, between urban and rural areas, Chi-squared test and Fisher’s test 
were used to compare the percentages, Mann-Whitney test was used to compare means. 

3 Results 

The sample had a total of 809 children, including 407 children of 12 years old and 402 
children of 15 years old. No differences on the distribution ratio of male and female in 
each age group as well as between urban and rural areas.  

 

3.1 Effects of oral discomforts on children activities 

Table 54. The proportion of affected children, Child-OIDP scores and levels of impacts of dental 
issues on 12 year-old children's daily activities. 

Activities n  % Child-OIDP 
mean score 

Impact level  (%) 
Very slight Slight Moderate Severe Very severe 

Eating 263 64.6 1.31 567 17.9 17.9 6.1 1.5 
Speaking 45 11.1 0.20 60 22.2 11.1 6.7 0  
Cleaning 213 52.3 1.10 54.5 18.8 19.2 4.2 3.3 
Relaxing 87 21.4 0.44 50.6  21.8 21.8 4.6 1.1 
Spirits 206 50.6 1.01 54.9 21.8 17.5 3.9 1.9 
Laughing 202 49.6 1.19 42.1 23.3 22.3 9.9 2.5 
Learning 107 26.3 0.47 57.9 24.3 13.1 4.7 0  
Contacting 185 45.5 0.88 54.6 21.1 19.5 2.7 2.2 
Whole 354 87 9.16 33.3 20.3 29.7 11.6 5.1 
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─ Table 55. The proportion of affected children, Child-OIDP scores and levels of impacts of 
dental issues on 15-year-old children's daily activities. 

Activities n  % Child-OIDP 
Mean score 

Impact level  (%) 

Very slight Slight Moderate Severe Very severe 
Eating 213 53 0.90 65.3 183 11.7 3.8 0.9 
Speaking 14 3.5 0.07 64.3 7.1 14.3 14.3 0 
Cleaning 161 40 0.64 68.3 12.4 17.4 1.9 0 
Relaxing 48 11.9 0.27 56.2 14.6 16.7 10.4 2.1 
Spirits 158 39.3 0.75 60.1 17.7 15.8 4.4 1.9 
Laughing 123 30.6 0.61 57.7 14.6 21.1 4.1 2.4 
Learning 57 14.2 0.28 50.9 26.3 15.8 5.3 1.8 
Contacting 112 27.9 0.53 65.2 11.6 16.1 4.5 2.7 
Whole 316 78.6 5.63 48.4 19 21.5 8.2 2.8 

 
In 12-year-old sample, the percentage of children, affected by oral issues on daily 

activities was 87%, Child-OIDP mean score was 9.16 ± 9.28, and average number of 
impacted daily activities was 3.7±1.9. All were higher than that of 15-year-old children 
(78.6%; 5.63 ± 7.07%; 2.8 ± 1.62 respectively).  

The most affected activity in both ages was eating, whereas the least one was 
speaking. In the impacted group, 83.3% of children at 12 and 88.9% those at 15 suffered 
from very slight to moderate level, while those with severe to very severe level were 
16.7% and 11% sequentially. Laughing, eating, cleaning mouth of children at 12 years 
old were impacted severely to very severely, while in 15-year-old ones, they were 
speaking, relaxing and contacting to people. 

Comparison between urban and rural areas had statistically significant difference in 
all activities in both percentages and means of child-OIDP score (except for cleaning 
mouth in both ages and for eating and speaking in 15-year-olds) but only cleaning 
mouth of children at 15 ages had significant difference in impact level. 12-year-old 
urban children had more affected daily activities than rural ones significantly 
(3.28±1.79 versus 4.24±1.92), but it was contrast in the age of 15 (2.48±1.46 versus 
3.27±1.72). 

3.2 Reasons of daily activity impact 

94.1% children at 12 and 92.5% that of 15 had encountered at least one dental 
discomfort in the last 3 months. Among them, 93.2% of former and 84.7% of latter had 
impact on daily activities with an average of 3.41±2.08 and 2.37±1.8 activities.  

Five major dental discomforts blamed for impacting on children’s daily lives were 
shown in Figure 1 and 2. Toothache, tooth decay and mouth ulcer were the most 
common dental problems in children at 12 age, affecting 6 out of 8 daily activities; 
swollen gum was the second, impacting 5 activities; tooth sensitivity was the third 
popular, causing 4 activities’ difficulty. In children at age of 15, dental decay was still 
the most popular reason, accounting for 7 activities; toothache and ulcers in the mouth 
became second cause with 6 activities affected; swelling of the gums fell to third 
position with 5 activities; tooth sensitivity and tooth colored were ranked third place 
with 3 activities. 
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Fig. 1. The most common causes of 12 year-old  
children affecting their daily activities           

4 Discussion  

The impact of oral health on daily activities of children in Can Tho city was very 
common, 87% of 12-year-old and 78.6% of 15-year-old children when interviewed said 
at least one daily activity was affected in the past three months, the most affected one 
was eating (64.6% of children at age 12 and 53% of age 15). This result was consistent 
with studies, in Ho Chi Minh City [2] the percentage of pupils at grade 5 in an 
elementary schools impacted by dental problems was 80.6%, in Peru [3] was 82%, in 
South Africa [4] was 88%, New Zealand [5] and France [6] was 73%, in Thailand [7] 
was 85.2%. This indicated that the impact of oral health on quality of life were common 
in children of this age and influence on eating always accounted for the highest 
percentage of all the activities. 

Extent of oral health impact was quite wide. On average, each child at 12 years old 
when affected would have difficulty in the implementation of 3.7±1.9 activities higher 
than that of 15-year-old children (2.8±1.62). The percentage of children at age 12 
affected more than 5 daily activities was 36.4% also higher than that of age 15 (15.2%). 
This result was higher than study in Peru [3], 2.7±1.5 activities in average and only 
12.3% of children were affected more than 5 activities. 

The effect of oral health on quality of life of Can Tho children was not severe. 83.3% 
children at 12 and 88.9% ones at 15 were affected at level from very slight, slight to 
moderate. Activities with highest proportion of severe to very severe impacted level 
among 12 year olds was laughing (12.4%), eating (7.6%), mouth cleaning (7.5%), 
speaking (6.7%); while 15 year olds had speaking (14.3%), relaxing (12.5%), 
contacting (7.2%), learning (7%). This result was consistent with study in Thailand [7] 
that the impact of oral health on quality of life of the child was not serious; eating food, 
laughing and mouth cleaning was three activities that had highest proportion of severely 
to very severely impacted level in children at 12 and 15 years old. 
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94.1% of children age 12 and 92.5% of age 15 had at least 1 among 18 dental 
discomforts in the past 3 months. Each child at age of 12 encountered 4.22±2.8 dental 
problems, maximum value was 14; this value was higher than that of 15-year-old child, 
which was 3.33±2.26, maximum was 13. The most frequent discomforts in children at 
12 years old were calculus (45.5%), dental caries (42.5%), tooth sensitivity (40%), 
ulcers in the mouth (36.6%), bad tooth color (33.4%). The order in age-15 children were 
different, tooth decay (41.3%), calculus (39.1%), tooth sensitivity (38.6%), bad teeth 
color (37.1%), ulcers in the mouth (32.8%). 

Among children at age 12 and 15 having dental dicomforts, 93.2%  and 84.7% 
respectively felt that at least one daily activity was affected. One 12 year-old child was 
impacted 3,41±2.08 daily activities, much higher than in child of age 15, 2.37±1.8. 
Common dental problems that 12 year-old children met and usually affected on their 
lives were toothache (91.4%), swelling gums (84.4%), mouth ulcers (80.5%), tooth 
sensitivity (69.3%), bad breath (68.8%) and dental caries (66.5%). 15-year-old children 
had dental pain (82%), ulcers (74.2%), swelling gums (67.6%), tooth sensitivity 
(62.6%), bad breath (60%).  

In brief, tooth decay, gum disease and mouth ulcers are the common dental problems 
that children age 12 and 15 encountered in the past three months and affected most on 
children's daily activities. This result was consistent with studies in Thailand [7] showed 
that ulcers in the mouth was at the second position after tooth decay in both the 
proportion of encounter and impact score. Although the influence of mouth ulcers on 
the children's daily activities was pretty much but due to one characteristic of the ulcers 
which was often in a short time, they was not adequately noticed in the program of oral 
health care as well as rarely discovered in studies using clinical indicators. Therefore, 
to achieve the goal of health as definition of health and dental health by the World 
Health Organization, in addition to the problems of tooth decay and periodontal disease, 
we need to pay more attention on the issue of mouth ulcers in both comprehensive 
treatment and prevention for individuals. Mouth ulcers were the unexpected major 

finding in this study. Hence, it is recommended for future study to carry out clinical 

assessment to validate the survey findings especially the extent of mouth ulcers in 

students. 

 

5 Conclusion  

 The oral impact on daily activities of 12 and 15 year-old children in the Can Tho city 
was quite common, occurred in all three types of activities: physical, mental and social, 
was rather broad in extent, influencing many activities but was not severe. The impact 
was higher on children at age 12 than ones at age 15, higher in rural areas than in urban 
areas. The main dental problems that were blamed for impacting on the daily activities 
of children living in Can Tho city were tooth decay, toothache, mouth ulcers, swollen 
gums and tooth sensitivity. 
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Abstract. Background: Speckle tracking echocardiography 2D (STE 2D), a new 
technology, allows rapid and accurate analysis of regional and global left 
ventricular systolic function. Aim: The aim of this study was to assess subclinical 
left ventricular systolic dysfunction in the patients with systemic hypertension 
with preserved ejection fraction by using STE 2D.  Methods: 2D 
echocardiography images of left ventricular were acquired in six sections-apical 
4-chamber, 2-chamber, 3-chamber, parasternal short axis at the basal, mid, and  
apical levels in 194 subjects (151 hypertensive patients and 43 healthy controls). 
The images were analysed by QLAB software version 9.0. Long, circumferential 
and radial strain were quantified in 18-segments. Result: Peak systolic long 
strain, circumferential strain, radial strain and longitudinal-circumferential 
systolic index were markedly decreased in patients with systemic hypertension 
comparing with control group (-11.57± 2.37 % vs -16.52±1.19 %; -13.52±4.97 
% vs -17.92±2.39 %; 10.24±3.4 % vs 12.33±1.94 %; -12.55±2.83 % vs -
17.22±1.44 %, p <0.001). Besides, the average of systolic blood pressure in 
normal longitudinal-circumferential systolic index group is lower than abnormal 
that group (127.93± 9.02 mmHg vs 139.92±12.51 mmHg, p<0.001) and the 
average of systolic blood pressure in normal systolic index group is lower than 
abnormal that group (128.57± 8.1 mmHg vs 141.96±12.39 mmHg, p<0.001). 
Conclusion: although left ventricular ejection fraction is normal by conventional 
echocardiography, there is an early decline in systolic function by STE method 
and mean systolic blood pressure in the groups with normal systolic strain 
parameters are lower than that with abnormal strain parameters 
Keywords: Left ventricular systolic Deficiency, hypertension, speckle tracking 
echocardiography  

1 Introduction 

The incidence of systemic hypertension in Vietnam is increasing rapidly. In 1960, the 
prevalence of systemic hypertension was about 1%, in 1992 was 11.7% and after 10 
years the frequency up to 16.9%. Most recently (2008) the frequency of systemic 
hypertension in Vietnam was 25.1% [0]. Systemic hypertension causes many 
complications in many organs; cardiovascular complications are one of the early 
complications of hypertension. Although there are many facilities for diagnosis and 
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treatment, the frequency of cardiovascular mortality remains high. Therefore, early 
detection of cardiac complications can improve the frequency of heart failure and 
reduce cardiovascular mortality. Echocardiography is a common method of assessing 
cardiac function, especially systolic function. Left ventricular ejection fraction is a 
commonly used parameter in assessment of systolic function. However, the 
measurement of this parameter is based on the change in volume so it is affected by 
loading conditions [0]. Recent studies show that speckle-tracking echocardiography 
may detect early subclinical systolic dysfunction despite normal ejection fraction [0], 
[0] this method can help detect early cardiac complications due to hypertension. 
Therefore, this study carries out " An Evaluation On Initial Deficiency Of Left 
Ventricular Systolic Function In Patients With Systemic Hypertension By Speckle 
Tracing Echocardiography” 

2 Materials and Method  

2.1 Population 

The cross-sectional description study consisted of 194 subjects: 151 hypertensive 
patients with normal left ventricular ejection fraction and 43 healthy patients from Bach 
Mai Hospital in Hanoi and National Heart Institute. All subjects were asked for history, 
clinical examination, taking blood pressure, blood glucose test, lipid test, 
electrocardiogram and echocardiography.  Hypertension: according to the standards of 
the Vietnam Heart Association in 2015 and according to the European Society of 
Hypertension / European Cardiovascular Association in 2013 [0]. 

-Control group: healthy people are those with no cardiovascular disease, no diabetes, 
no hypertension, and normal systolic ultrasonographic indexes in accordance with the 
American Heart Association standard. 

-Exclusion criteria: non-sinus rhythm, extra ventricular tachycardia, coronary artery 
disease, cardiac movement abnormalities, mitral stenosis or aortic stenosis, congenital 
heart disease, cardiomyopathy, pericarditis and cardiomyopathy, poor visual quality 
(loss > 3 segments of cardiac muscle)  

2.3 Conventional echocardiography 

 Cardiac ultrasonography was performed in all subjects using the Philips iE33 
ultrasound, probe scanner S4-2. Measurement of left ventricular ejection fraction was 
done by M-mode and Simpson method. Calculate relative wall thickness and left 
ventricular mass index. 

2.4 Application of Speckle tracking echocardiography 

Using offline QLAB software version 9.0. The parameters are strains of 17 cardiac 
muscle regions at 3 consecutive cardiac cycles. Analysis of longitudinal deformations 
conducts on parasternal long axis, 2-chamber and 4 chambers in the apex. Analysis of 
circumferential and radial deformation conducted on short axis sections at the bottom, 
middle and apex level of the heart [0]. 

2.5 Statistics 
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Means ± standard deviation was used to denote for continuous variables. The 
difference between the hypertensive and control groups was determined by independent 
t-test (by standard deviation). Statistical significance was established at p <0.05. The 
outcomes were investigated using SPSS 18.0. 

3 Results  

3.1. General characteristics of the sample 

Table 3.1 General characteristics of the sample 

Characteristics 
Control (n=43) 

 X+SD   
Hypertension 

(n=151) 
 X+SD  

p  

Age   58,33±8,21   60,91±8,13  0,068 

Sex (male) %  39,7  37,7  0.831 

BMI  22,13±2,27   22,83± 2,23  0,71 

BSA (m2)  1,58±0,144   1,58±0,141  0,96 

Systolic BP (mmHg)  114,19±10,63   137,62±12,8  <0,001 

Diastolic BP (mmHg)  68,02±9,01   81,52±8,54  <0,001 

LVMI (g/m2)  72,44±14,92   87,43±23,68  <0,001 

EF- Mode (%)  69,53±5,54   70,65±6,18  0,29 

EF-Simpson (%)  65,79±5,71   65,28±6,33  0,65 

LVIDd (cm) 4,58±0,38  4,5±0,45 0,3 

RWT 0,35±0,05  0,42±0,21 0,02 
Remarks: There was no difference in age, sex, BMI, BSA, ejection fraction, left 
ventricular diastolic diameter between the hypertensive group and the control group. 

    
(A)                                                                 (B) 

Figure 3.1. Illustration of longitudinal strain and circumferential strain: (A). 
Longitudinal strain in the hypertensive group was lower than that of the control group 



655 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

with p <0.001 (B). Circumferential strain was lower in the hypertensive group than in 
the control group with p <0.001. 

 
Figure 3.2. Radial strain: Mean radial strain was lower in the hypertensive group than 
in the control group with p <0.001 

 
Figure 3.3. Comparison of longitudinal-circumferential indexes in hypertensive 
patients and control groups:  The longitudinal-circumferential index in patients with 
hypertension was lower than controls 
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Figure 3.4. Systolic index in hypertensive patients and control groups:  Systolic index 
in hypertensive patients is lower than control group 
Table 3.2: Systolic blood pressure levels by longitudinal-circumferential index and 

systolic index 

Systolic BP 

(mmHg) 

Longitudinal-circumferential 
p 

Normal Reduction 

127.93±9.02 139.92±12.51 <0.001  (95%CI 7.94±16.04) 

Systolic BP 

(mmHg) 

Systolic index 
p 

Normal Reduction 

128.57±8.1 141.96±12.39 <0.001  (95%CI 10.05±16.73) 

Remarks: Mean systolic BP in the group with lower longitudinal-circumferential index 

and systolic index is higher than that with normal index. 

4 Discussion  

4.1. General characteristics of the sample: 
There was no difference in age, sex, BMI, BSA, ejection fraction, left ventricular 
diastolic diameter between the hypertensive group and the control group. 
4.2.Evaluating systolic function along the longitudinal, circumferential and 
horizontal axis 

 In figures 3.1 and 3.2, longitudinal, circumferential and radial strains were 
reduced in hypertensive patients compared to controls. This finding is consistent with 
the results of several studies, such as those of Kosmala [0] and Imbalazano [0]. GLS 
and GRS decline in hypertensive patients.According to Altiok E and et al, the cause of 
this changes is due to increase in chronic pressure to the  heart wall which promotes 
collagen synthesis in sub-endothelium layer. Along with this biochemical change, 
cardiac fibrosis is one of the contributing factors to myocardial dysfunction in 
hypertensive patients [0]. Therefore, the longitudinal strain declines. 

 Sengupta [0] studied on 59 hypertensive patients. It found that in hypertensive 
patients without left ventricular hypertrophy, GLS of the endothelium and peripheral 
layer were reduced, GCS decreased only in the peripheral layer. 

 In young patients, Galderisi also found that GLS declined very early phase of 
complication [0] and even in the pre-hypertension [0] with speckle tracking 
echocardiography. Kosmala [0] also reported that GLS was an early indicator of 
preclinical left ventricular dysfunction. 

 Mizuguchi Y's study in Asian subjects, longitudinal, circumferential and radial 
strain were reduced in hypertensive patients with left ventricular hypertrophy [0]. 
4.3. Evaluation of left ventricular systolic function in multiple directions: 
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 Kouzu and et al reported that total systolic function was the result of 
myocardial contractility in a many directions, such as longitudinal, circumferential and 
radial axis [0]. Therefore, the evaluation of systolic function by conventional method 
was only a partial evaluation of systolic function. Daniel and et al found that 
longitudinal-circumferential index and systolic index are more sensitive than 
longitudinal systolic strain and left ventricular ejection fraction. On the other hand, 
longitudinal-circumferential index and systolic index correlated negatively with NYHA 
[0]. Our study of perimeter and systolic indexes decreased in hypertensive patients and 
decreased the most in hypertensive patients with normal ejection fraction. 
4.4. Systolic blood pressure level by longitudinal-circumferential index and 
systolic index: 

 In table 3.2, we found that mean systolic blood pressure in the group with 
normal longitudinal-circumferential index and systolic index was <130 mmHg. 

 In fact, many authors also reported that in patients with hypertension, the rate 
of cardiovascular events increased with blood pressure [0]. According to SPRINT 
study, the mean systolic blood pressure was 121.4 mmHg in the intensive treatment 
group and 136.2 mm Hg in the standard-treatment group. The intervention was stopped 
early after a median follow-up of 3.26 years owing to a significantly lower rate of the 
primary composite outcome in the intensive-treatment group than in the standard-
treatment group [0]. 

 In addition, the American Heart Association, American Heart Association and 
other American associations agree that the level of systolic blood pressure for reducing 
cardiovascular risk is <130/80 mmHg [0]. 

5 Conclusion  

This study illustrated left ventricular systolic strain, such as longitudinal, 
circumferential and radial strain; longitudinal- circumferential index, systolic index 
diminished in hypertensive sufferers with typical left ventricular ejection fraction in 
contrast to control group. At the same time, the mean systolic blood pressure in the 
group with normal longitudinal- circumferential index, systolic index was lower than 
130 mmHg. 
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Abstract. Tumorigenesis of the lung cancer is a multistep transformation 
involving genetic and epigenetic alterations.  Aims: To evaluate the general 
genetic pathways, their involvement, determining how they relate to the 
biological behavior of lung cancer, and their utility as diagnostic and therapeutic 
targets. Materials and method: Online literature search through Google 
scholars, Pubmed, and hard copies, using keywords "biological alterations and 
lung carcinoma" yielded 9,380,000 publications. The 16 selected papers were 
used as a basis to formulate this report, and to evaluate the general pathways and 
involved genes, determining how they relate to the biological behaviour of lung 
cancer and their utility as diagnostic and therapeutic targets. Results and 
discussion:  Growth signals and lung cancer: In tumours cell, the activated 
oncogenes encode the molecules relating to the signalling growth factors either 
by direct initiation of the cell growths as an imitation of other growth factors or 
neutralization of the growth factor inhibitor. Conclusion: Significant advances 
in molecular biologic research during recent decades have resulted in a 
substantial insight into critical signalling pathways and mediators contributing to 
lung cancer pathogenesis.  
Keywords: Biological, Alterations, Lung Carcinoma 

1 Introduction 

The carcinogenesis of lung cancer is the multistep progress of transformation from 
normal epithelial cells of bronchi to cancer cells. Decades of research have contributed 
to our understanding of these processes, through which resulting DNA damage 
transforms normal lung epithelial cells into the lung cancer cells. The conclusion of 
these alterations leads to lung cancers, displaying very marks of lung malignancy, 
comprising self-sufficiency of growing signs, unresponsive to grow-inhibitory signs, 
avoidance of predetermined cell decease, unlimited proliferation ability, nonstop 
angiogenesis and tissue penetration and metastasis.  

 
Clinically, lung cancer is a heterogeneous disease, biologically, histologically and 

molecularly. The molecular mutations lead to the deregulation of the critical genetic 
pathways, relating to cellular proliferation, differentiation, program cell death, 
invasion, migration and other progress harboring the malignant particularities [1].  
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Hanahan and Weinberg [2] suggested classification according to hallmarks of cancer: 
Unrestrained cell production; elusion of scheduled cell mortality; deficit of reliance on 
growing stimulatory indications; uninhibited replicative ability; unrestricted 
Angiogenesis; envasion and metastasis. This review presented the progress of each 
hallmark as expressed by clinical and genetic properties of carcinogenesis. 

2 Materials and Method  

An online literature search through Google scholars, PubMed, and hard copies, using 
keywords "biological alterations and lung carcinoma" yielded 9,380,000 publications. 
The 16 selected papers were used as a basis to formulate this report, and to evaluate the 
general pathways and involved genes, determining how they relate to the biological 
behavior of lung cancer and their utility as diagnostic and therapeutic targets. 

3 Results and discussion 

3.1 GROWTH SIGNALS AND LUNG CANCER 

In tumors cell, the activated oncogenes encode the molecules relating to the signaling 
growth factors either by direct initiation of the cell growths as an imitation of other 
growth factors or neutralization of the growth factor inhibitor [3]. The tumor cell, losing 
the dependency on stimulatory growth signals from surrounding environment, have the 
ability of independent growth [4]. This phenotype of auto growth, by the influence of 
intracellular changes as molecular alterations and gene mutations, express the "self-
supporting of growth factors," then produce the necessary growth factors and receptors 
from "self-stimulatory autocrine signaling loop" leading to the uncontrolled 
proliferation [5] 

 In non-small cell lung cancer (NSCLC), these phenomena include the mutation of 
up regulating of some EPHB4 receptor tyrosine kinase (RTK), specifically epidermal 
growth factor receptor (EGFR (Erb1)) and other members of ErbB RTK family. 

 In SCLC, the overexpression of Insulin-like growth factor-1 (IGF-1) and its 
receptor, as well as its neuro-stimulating growth factors often observed. 

Over-expression of epidermal growth factor and signaling in NSCLC. Over-
expression of EGFR was observed in 50-90% of NSCLC and especially in SCC, but 
rare in SCLC. Entire EGFRs comprise an extracellular ligand-binding area, a trans 
membrane area, and a cytoplasmic protein tyrosine kinase field. Binding of the ligand 
epidermal growth factor leads to receptor homo or heterodimerization with another 
member of EGFR family and activation of TK domain through the phosphorylation of 
thymidine kinase (TK) residues [11]. 

Signal transduction stimulated by EGFR occurs through 
PI3K/AKT/mTOR→→Inhibits the regulator of the cell cycle (glycogen synthase 
kinase – GSK-3 and pro-apoptotic protein BAD. RAS/RAF/MAPK →→ cell 
proliferation, and JAK/STAT/PLC-γ signaling pathways→→ affecting the cell 
motility, migration, and invasion of the cancer cell. 
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EGFR involves the regulation of numerous oncogenic functions such as 
proliferation, survival, differentiation, neoangiogenesis, invasion, and metastasis. Also, 
it relates to the constitutive TK activation and oncogenic transformation of pulmonary 
epithelial cell in vitro. 

EGFR activates other pathways leading to effects antiapoptotic, invasion, metastasis 
and proliferation, cross-act among pathways. A mutant EGFR – called IIIv EGFR found 
in different malignancies, about 16% in NSCLC. The EGFRvIII analysis assay is 
capable of detecting the EGFRvIII mutation. The mutant receptor is incapable of 
binding any known ligand. The pro-tumorigenic effects of EGFRvIII seem to rely 
directly on its ability to signal. EGFRvIII activates several downstream pathways; 
EGFRvIII is the most common mutation in glioblastoma multiforme (GBM), occurring 
in 25-64% of these tumors. It is also found in 20-36% of breast cancers and about 33% 
of head and neck squamous cell carcinoma (HNSCC) patients. Some trials report that 
this kind of mutant EGFR was present in about 5% of NSCLC, compared with wild-
type EGFR, EGFRvIII appears to be relatively resistant to treatment with conventional 
anti-EGFR agents [6].  

In NSCLC, EGFR mutations occur in the first four exons of the intracellular tyrosine 
kinase domain: most commonly exon 19 in-frame deletions (# 45%), of which there are 
over 20 variants, the universal being delE746-A750. The next most familiar EGFR are 
missense mutations, particularly L858R (# 40%) in exon 21. Another insertion mutation 
of EGFR in exon 20 (5-10%) of which there are many variants often resistant to EGFR-
TKIs [7]. 

Secondary mutations in EGFR develop or clonally selected in patients that develop 
resistance to EGFR-TKIs. The most typical being the T790M activating point mutation 
in exon 20 which substitutes a bulkier methionine for threonine that interferes with 
binding of reversible TKIs. T790M found in about 50% of tumors from patients who 
develop acquired TKI resistance [9]. 

Another member of ErbB family is Her2/neu is overexpressed about 30% in NSCLC. 
Until now, there is not yet an adequately identified ligand for Her2 but can form 
heterodimers with other ligand-bound members of the receptor family.  Oncogenic 
driver mutations identified in non-small cell lung cancer (NSCLC) have triggered the 
development of drugs capable of interfering in intracellular signaling pathways 
involved in tumorigenesis. Tyrosine kinase inhibitors, such as erlotinib or gefitinib, 
have demonstrated promising results in patients with advanced NSCLC that harbor 
EGFR mutations. Human epidermal growth factor 2 (HER2) mutations in NSCLC, 
described exclusively in adenocarcinoma histology, are present in approximately 4% of 
this subset of lung cancer patients, suggesting that thousands of patients per year may 
benefit from targeted therapy. Therefore, it can conclude that systematic genotypic 
testing in this subgroup of NSCLC patients should include detection of HER2 
mutations.  

3.1.1 Overexpression of other growth factor receptor and ligand. 
The expression level of mitogen IGF-1 is elevated in the majority of SCLC, resulting 
in the formation of a "self-stimulatory autocrine signaling loop" involving IGF-1 
receptor, which is commonly co-expressed in this malignancy. IGF signaling proceeds 
through binding of IGF ligands to cell surface RTK. The biologic activity of signaling 
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system modulated by binding of IGF protein, which present in extracellular fluid, and 
serum to the IGF ligands. As for EGFR, activated IGF-1R signaling is complex but 
primarily occurs through the Ras/Raf/EEK and Pi3K/AKT pathways. A correlation 
between significantly elevated IGF-1 serum level and lung cancer risk has been reported 
[13]. 

RTK c-kit and its ligand SCF (stem cell factor) is another receptor/ligand system, 
upregulated in more than 80% of SCLC tumors. A study of c-kit expression in SCLC 
patients identified c-kit as a marker for increased survival. 

c-MET is another RTK often overexpressed in SCLC. Signaling through this 
receptor system has been reported to be associated with tumor growth and metastasis. 
In contrast to the c-Kit SCF system, the c-MET ligand hepatocyte growth factor (HGF) 
is rarely co-expressed with the receptor in SCLC. 

3.1.2 Activating Ras mutations. 
As mentioned, mutation of the intracellular membrane-associated signaling mediator 
Ras with a high overrepresentation of mutations in the Kras gene detected in up to 30% 
of NSCLC, but rarely in SCLC. Ras protein becomes activated by the binding of 
guanine triphosphate (GTP), allowing for transmission of growth stimulatory signals to 
the cell nucleus.  

Downregulation of Ras signaling occurs by hydrolysis of GTP to GDP, mediated by 
GTPase activating protein (GAP) 

In NSCLC and other malignancies, activating point mutations in the K-ras gene 
result in resistance to GAP activities, thereby trapping the Ras protein in a constitutively 
active state, capable of continuous growth promoting signaling [14]. 

3.1.3 Overexpression of neuropeptides.  
Highly elevated expression of different neuropeptides is a hallmark of SCLC, and many 
of these markers have also detected in some (mainly poorly differentiated) NSCLC 
tumors. Neuropeptides exert their effect via binding to seven transmembrane G-protein 
coupled receptors, resulting in activation of various downstream signaling pathways 
including PLC. Gastrin-releasing peptide (GRP) signaling via the GRP-receptor has 
become one of the most intensively studied neuropeptide signaling pathways in SCLC. 
Other neuropeptides highly expressed in lung cancer include bradykinin, neuron-
specific enolase, and l-Dopa decarboxylase.  

In recent years, the expression of neuroendocrine transcription factor Achaete-scute 
homolog-1 (ASH-1) in SCLC has gained increased attention. ASH-1 usually is 
expressed in neuronal progenitor cell during early fetal development of various tissues 
including the central nervous system and the lung. The expression is virtually absent in 
normal adult organism but reactivated and highly expressed in SCLC and In other lung 
tumors with a neuroendocrine phenotype. 

3.1.4 Amplification of myc gene. 
Myc is a member of a proto-oncogene family comprising N-myc, c-myc, and L-myc, 

commonly amplified in NSCLC and SCLC, resulting in overexpression of transcription 
factor Myc. Although the contribution of myc-amplification to the pathogenesis of lung 
cancer remains to be elucidated; a recent study has pointed out to a role of myc to 
promote cell cycle progression. Also, myc in combining with loss of TSG such as Rb 
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has been shown to significantly contribute to decreased cell cycle arrest and deregulate 
tumor growth. 

3.1.5 Anaplastic lymphoma kinase (ALK). 
Rearrangement of RTK ALK is most common in the fusion of the intracellular kinase 

domain with the amino-terminal end of Echinoderm Microtubule-associated protein-
Like 4 (EML4) occur in a subset of lung cancers. The rearrangement result from a short 
inversion in chromosome 2p whereby in the best-known variant, intron 13 of EML4 id 
fused to intron 19 of ALK. Numerous variants of EML4-ALK fusions have identified 
due to different lengths of EML4, the commonest being exons 1-13 of EML4 joining 
to exon 20-29 of ALK. More recently, various partner gene has identified in a small 
subset of ALK rearrangements including KIF5B (kinase family member 5b), TFG 
(TRK-fuse gene) and KLC-1 (kinesin light chain1). Activation of ALK is linked to cell 
proliferation and inhibition of apoptosis mediated through RAS/RAF/MAPK1, 
PI3K/AKT, and JAK3-STAT3 signaling pathways 

ALK rearrangement has identified in approximately 4% of unselected NSCLC. ALK 
inhibition with TKI Crizotinib produce a profound response, drug resistance develops 
with evidence of secondary ALK point mutations. 

3.1.6 ROS1 proto-oncogene.  
Ros1 is a proto-oncogene located on chromosome 6q22, which encodes a 

transmembrane RTK that has high homology with ALK in its protein kinase domain. 
ROS1 activation leads to signaling through the PI3K/AKT/mTOR, STAT3 and 
RAS/MAPK/ERK pathways [4]. ROS1 rearrangements appear to be more common in 
patients who are younger, never smoker or of Asian Ethnicity similar to ALK 
rearrangement. Furthermore, there is in vitro and early clinical evidence that lung 
cancers with ROS1 rearrangement are sensitive to kinase inhibitors including inhibitor 
Crizotinib. 

3.1.7 RET 
Ret is located on chromosome 10q11.2 and encodes a receptor tyrosine kinase in 

neural crest development. Alteration of the crest has long been known to play a role in 
papillary and medullary thyroid carcinoma. But it was not until recently that activation 
of RET through chromosomal rearrangement has identified in a small proportion of 
lung cancer. Similar to ALK and ROS1, rearrangements of RET also appear to be 
associated with ADC from never smoker [4,5]. 

3.1.8 Experimental therapeutic targeting of Growth factors and oncogenes. 
Some different growth factors and oncogenes of importance for lung cancer biology 

have presented. A research area of the significant locus in recent years has been the 
therapeutic targeting of EGFR in NSCLC.  

There are two global strategies: one is to prevent binding of the ligand through 
blocking the ligand-binding site (belonging to this group Cetuximab is a humanized 
mAB anti EGFR).  The other is to directly inhibit receptor signaling by blocking 
activities of cytoplasmic tyrosine kinase domain (the two most clinical advanced are 
erlotinib and gefitinib). 

Recently, some others newer agents: Afatinib (GilotrifR – Chemocare); Crizotinib 
(XalkoriR – Pfizer) for uses of EML4-ALK, ROS1, RET; Ceritinib (ZykadiaR – 
Novartis) used for NSCLC patient who har developed resistance to crizotinib. 
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3.2 ABERRANT ANTI-GROWTH SIGNALING 
In contrast to an oncogene, TSG act to prevent and control cell growth, often via 

tight control of cell cycle progression. Full inhibition of tumor suppressors activity 
often requires inactivation of both alleles of a TSG in the cancer cell. This dual 
inactivation is frequently accomplished by a two-step process, involving a 
chromosomal translocation or deletion resulting from loss of heterozygosity (LOH), 
followed by inactivating point mutation of the remaining allele. In lung cancer cells, 
LOH of distinct chromosomal regions frequently detected, and many of these regions 
harbor genes encoding central tumor suppressor, known or speculated to be involved in 
cancer pathogenesis. 

3.2.1 TP53 gene mutations.  
The TP53 gene located within a region of chromosome 17 (17p13), which is mutated 

or altered in the majority of lung cancer with a specific high prevalence in SCLC or 
SCC. The type of TP53 alterations observed in lung cancer range from gross 
chromosomal changes such as LOH, homozygous deletion, and DNA rearrangements, 
to local point mutations, all of which contribute to TP53 malfunction or inactivation. 

 The cellular enzyme MDM2 play an important role in the downregulation of p53. It 
serves as a p53 binding partner, which facilitate the attachment of ubiquitin tags to p53, 
thereby targeting it for degradation. MDM2-p53 interaction generates an oscillating 
feedback loop of p53 and MDM2 degradation and synthesis within the cell. 

 Active p53 regulates transcription of some genes involved in cell cycle control, 
resulting in cell cycle arrest, allowing for repair of damaged DNA by the cellular repair 
machinery. Activation of p53 also induces apoptosis via activation of some apoptotic 
mediator (including BAX) and inhibits blood vessel formation by activation of genes 
encoding antiangiogenic factors. P53 mutations suggest a poorer prognostic in NSCLC 
and SCLC as well. 

3.2.2 Mutated RB and P16INK4A.  
 A central tumor is suppressing signaling cascade, frequently altered in human lung 

cancer, is the p16INK4A/CDK-cycling/Rb pathway. The retinoblastoma (Rb) tumor 
suppressor gene at 13q14 encodes a transcription factor involved in the regulation of 
G1 to S phase transition in the cell cycle. The tumor-suppressing activity of Rb depends 
on its level of phosphorylation. In its hypo-phosphorylated state, Rb binds to and inhibit 
the activity of different binding partners, including members of the E2F family of 
transcription factors. Upon phosphorylation of Rb, E2F is released and activated, 
resulting in transcription of the gene responsible for G1 to S phase cell cycle 
progression. The formation of these complexes inhibited by p16INK4Awhich thereby 
serves as a tumor suppressor upstream of Rb by indirect inhibiting its phosphorylation 
and thereby promoting Rb association with its binding partner. 

3.2.3 Aberrant TGF-β signaling.  
The transforming growth factor β (TGF-β) receptor system is also commonly altered 

in lung cancer. The effects of signaling by TGF-β mostly associated with inhibited 
cellular proliferation in many cell types. TGF-β signaling related to some cell functions, 
the best described of which relate to inhibition of the cell cycle. Growth inhibitory 
effects of TGF-β signaling have associated with inhibition of expression and assembly 
of some of cyclin/CDK components responsible for Rb activation. 
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3.2.4 Loss of chromosome 3p and related genes.  
Probably the most frequent chromosomal abnormality in lung cancer is a loss of 

regions within chromosome 3p. LOH at chromosome 3p has been reported in 70-100% 
of all NSCLCand more than 90% of SCLC. Some genes within this region have 
suggested as putative tumor suppressors. 

 The loss of the fragile histidine triad (FHIT) gene located at position 3p14,2 is 
frequent in lung cancer. Expression of FHITprotein in NSCLC cell line and mouse 
xenograft models have been showed to suppress tumor growth and induce apoptosis. 
And recently FHIT has been found to stabilize p53 presumably by interaction with 
MDM2 [12,13] 

 RASSFIA is a different candidate tumor suppressor gene residing at chromosome 
3p (position 3p21). This gene inactivated in virtually all SCLC and more than 60% 
NSCLC. RASSFIA has been found to reduce motility of NSCLC cell and increase cell 
adhesion, suggesting a role for RASSFIA in cell migration and metastasis. 

 Several other genes reside at the frequently deleted regions of chromosome 3p but 
much remains to be learned about the role of these genes in tumor suppression 

Experimental treatment: the reintroduction of tumor suppressors.  
Since the loss of activity of specific tumor suppressor pathways is a distinctive 

characteristic of human lung cancer, the reinstatement of tumor suppressor activity is 
an attractive strategy for the therapeutic intervention. For this purpose, replacement 
therapy by delivery of lost tumor suppressor genes to cancer has become increasingly 
attractive. Most reports of tumor suppressor replacement gene therapy involve 
reintroduction of TP53 in NSCLC, where some clinical trials have published. However, 
the limiting factor of gene therapy today remains poor delivery of the therapeutic gene 
to the cancer cells. The clinical study performed to date have all used modified viruses 
for gene delivery, but a significant drawback of using viruses for gene delivery is the 
induction of immune responses against the virus in the patients. Results in the 
production of antibodies, which target the virus for degradation and limit the efficiency 
of repeated treatment. Novel non-viral delivery vehicles developed. Which may in the 
future provide a potent alternative to viral gene therapy [14,15]. 
3.3 APOPTOSIS IN LUNG CANCER 

Apoptosis is amorphololically and biochemically distinct form of cell death that 
occurs under various physiologic and pathologic conditions triggered by extrinsic and 
intrinsic cellular and molecular damage. It characterized by the activation of a specific 
event of molecular processes followed by specific morphologic changes such as 
shrinkage of the cell, condensation of chromatin, and disintegration of the cell into 
small fragments [11]. 

 Apoptosis activated by a family of intracellular cysteine proteases called caspases. 
They are synthesized as zymogens and activated by proteolytic cleavage. They divided 
into two distinct classes, initiator caspase, which include caspase P8, P9 and P10; and 
effector caspase, which provides for P3. P6, and P7. There are two separate pathways 
of caspase activation: one starts with binding of an extracellular ligand to its cell surface 
receptor. The ligands are TNF, FasL, and Trail, and their respective receptors are 
TNFRI, FAS, and DR4 and DR5. The other caspase activation pathway starts with the 
release of cytochrome C from the intermembrane space of mitochondria. Two 
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proapoptotic family members, BAX and BAK, appear to facilitate cytochrome C 
release by participating in the formation of a pore that releases mitochondrial 
intermembrane space protein. Once discharge, cytochrome C fixes to apoptotic protease 
activating factor 1 (APAF-1) fastening to procaspase 9 establishing a multiprotein 
compound, named an apoptosome. Inhibitor of apoptosis protein (IAP) binds and 
inhibits apoptosome related caspases. The most widely studied IAP is survivin, which 
elevated in the majority of NSCLC and it has shown that absence of its expression might 
associate with improved prognosis. Activators and inhibitors are influenced by several 
other proteins including p53, Rb, PTEN, Raf-ERK, PI3K-PKB and Hsp70[5]. 

 Another member of apoptosis in lung cancer: programmed cell death 1 (PD-1) is 
also CD279, a cell surface receptor encoded by PDCD-1 gene, member of the 
superfamily of immunity. It expressed on the surface of T and preB cell, NSCLC and 
SCC cells. PD-1 binds to two ligands: PD-L1 and PD-L2, member of family B7-
homolog and encoded by CD 247. PD-1 and its ligand regulate downstream immune 
system [12]. 

3.3.1 Targeting apoptotic pathway 
Treatment with TNF has undertaken. However, due to pronounced general toxicities, 

its potential as a therapeutic drug is limited; Recently, Trail agonist have approved for 
clinical trials, but no data are presently available [6]. 

Small molecule inhibitor of Bcl-2 have been developed and are at themoment being 
tested in preclinical trial and phase I test.; antisense constructs against survivin have 
been produced and test in phase I clinical trial. In addition, adenovirus-based gene 
therapy is under development. 

Inhibition of PD-1 leads to promote an immune system for the treatment of non-
squamous NSCLC. Nivolumab (Opdivo – BMS; FDA approved 12/2014; 
Pembrolizumab (Keytruda – MERCK) target PD-1; FDA approved 9/2014 for NSCLC 
and HCC; other agents PALIVIZUMAB – BMS; MPDL – Roche also target PD-1, on 
the study of phase III[10]. 
3.4 ANGIOGENESIS 

Good vascularity is vital for cell task and existence in each matter as oxygen and 
nutrients delivered by the vessels. The growth of new blood vessel, called the process 
of angiogenesis, is a typical physiologic process-taking place under angiogenesis, 
which under these conditions, is transitory and carefully regulated. Similarly, tumors 
must develop angiogenic ability to progress. This ability appears by activating the 
angiogenetic switch. Once cancer has activated its angiogenic switch, it becomes able 
to grow. Many different pro and anti-angiogenic factor have identified. The 
angiogenesis instigating signs are demonstrated by vascular endothelial growth factors 
(VEGF)/vascular permeability factor (VPF) and acidic (FGF1) and basic fibroblast 
growth factors (FGF2), which completely attach to transmembrane tyrosine kinase 
receptor presented by endothelial cell. VEGF has been proven to be a important 
prognosticator of insignificant diagnosis in NSCLC. 

3.4.1 Targeting angiogenic factors.  
Inhibition of angiogenesis is through anti-angiogenic and/or vascular targeting 

agents seem logical, as the new anti-cancer treatment strategy. There has been 
increasing attention focused on targeting VEGF and VEGFR. The recent clinical trial 
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has shown that the anti-VEGF antibody bevacizumab, combined with standard first-
line chemotherapy in NSCLC, provided a statistically and clinically significant survival 
advantage with tolerable toxicity. Also, more recently tested compounds characterized 
as an antivasculature agent have been shown to be effective against multiple targets 
Sunitinib, regorafenib, ramucirumab. The efficacy of such compounds currently 
investigated in a clinical trial for NSCLC. 
3.5 REPLICATIVE POTENTIAL AND TELOMERASE 

After some division, the cells are predetermined to enter a crisis, a state characterized 
by extensive cell death and chromosomal aberrations. This phenomenon has been 
termed the mitotic clock and is part of the precise regulation of healthy cell growth. In 
contrast, cancer cells propagated in culture have an unlimited potential for continuous 
cell division, and said to be immortalized. 

 The molecular explanation for the mitotic clock resides in the chromosomal 
structure and mechanism of DNA replication. Upon cell division, the cell initiates DNA 
replication which proceeds to produce new leading and lagging strands from the DNA 
double helix. Since DNA replication can only proceed in one direction (3' to 5'), only 
the leading strand of the double helix is continuously synthesized, whereas the new 
lagging strand assembled by ligation of smaller DNA fragments. The discontinuous 
replication of the lagging strand results in a gap at the 5' end of the newly synthesized 
DNA strand, resulting in loss of chromosomal material during each mitotic cycle. Due 
to the continuous shortening of telomeric DNA following cell division, lack of telomere 
maintenance ultimately results in chromosomal degradation and end-to-end 
chromosome fusion. For the cells to overcome the limitation of telomere shortening, 
cancer cell activates a program for telomere maintenance, which is usually shut down 
in fully differentiated normal cells. Most frequently, this accomplished by activation of 
an enzyme complex known as telomerase, but a subset of cancer cell lacks telomerase 
activity and immortalized by a process known as alternative lengthening of telomerase 
(ALT) 

3.5.1 Telomere maintenance in lung cancer. 
The core telomerase enzyme comprises an RNA subunit (hTERC) which provides 

the template for synthesis of new telomeric DNA facilitated by the catalytic subunit 
human telomerase reverse transcriptase (hTERT). Some studies have shown that 
increased telomerase activity and increased level of hTERT mRNA are mainly found 
in patients with poorly differentiated tumor (such as SCLC) and advanced disease and 
correlate with poor survival, suggesting telomerase activity as an important prognostic 
marker for patients with lung cancer. 

3.5.2 Experimental therapeutic targeting of telomerase in lung cancer. 
Due to the central role of telomerase in the transformation of lung cancer cell, and 

the lack of telomere maintenance in normal tissue, blocking the activity of this enzyme 
appear an intriguing target for therapeutic intervention. 

The compound GRN136L is a lipid-modified oligonucleotide, which binds to the 
hTERC subunit of telomerase with high affinity, thereby inhibiting reverse transcription 
by blocking access of hTERT to it RNA template. GRN 136L has recently been 
reported to successfully inhibit telomerase activity, leading to telomere shortening and 
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resulting in decreased growth of adenocarcinoma cell in vitro and effective prevention 
of tumor metastasis in a xenograft mouse model [14]. 

 
3.6 TISSUE INVASIONS AND METASTASIS 
Tumor cell can produce some proteolytic enzyme, which can degrade these protein 
structures. Including matrix metalloproteinase (MMPs), collagenase, urokinase 
plasminogen activator (uPA), Plasmin, cathepsin, and others [10,11].  MMPs are known 
to play a functional role in the metastatic spread of lung cancer. Different MMPs are 
active in various steps of the invasive and metastatic process, and a better understanding 
of the involvement of MMPs in the invasion and regulation of growth of both primary 
and metastatic tumors may help to implement these as anti-cancer therapy targets. 
Cathepsin has demonstrated to have a prognostic value in NSCLC and levels of the 
receptors for uPA and other components of the plasminogen activation system 
associated with survival in NSCLC. 

3.6.1 Targeting protease and the metastatic process. 
It expected that inhibition of the metastatic potential of the tumor by interaction with 
extracellular protein degradation could be an essential target, especially during early 
tumor development. Drug targeting MMPs have been in a clinical trial but have shown 
little or no activity in lung cancer. Inhibition of MMPs has primarily focused on 
targetting MMP-2 and -9. At the moment, new MMP inhibitors such as CP471.358 are 
being evaluated in Phase I and II studies in some malignancies including lung cancer 
[15,16]. 

4 Conclusion  

Significant advances in molecular biologic research during recent decades have resulted 
in a substantial insight into critical signaling pathways and mediators contributing to 
lung cancer pathogenesis. The identification of driver mutations in EGFR, ALK, and 
others heralded a new era of targeted therapy in lung adenocarcinoma, and advanced 
sequencing technologies are providing more sophisticated insights into the molecular 
alterations underlying lung cancer. These researchers have also identified a range of 
potentially targetable genetic modifications for lung cancer, have also encountered a 
troubling complexity and heterogeneity posing significant challenges for diagnosis as 
well as targeted therapy for lung cancer, a genuinely multi-mechanistic and 
heterogenous malignant disease. 
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Abstract. Immune checkpoints are molecules in the immune system that either 
turn-on a signal (co-stimulatory molecules) or turn-off a signal for maintaining 
self-tolerance and modulating the duration and amplitude of physiological 
immune responses. Many cancers protect themselves from the immune system 
by inhibiting the T cell signal Inhibitory receptors such as anti-cytotoxic T-
lymphocyte antigen 4 (CTLA-4) and programmed death 1 (PD-1), expressed on 
tumor-specific T cells, lead to compromised activation and suppressed effector 
functions such as proliferation, cytokine secretion, and tumour cell lysis. 
Modulating these receptors using monoclonal antibodies, an approach termed 
"immune checkpoint blockade," has gained momentum as a new approach in 
cancer immunotherapy. This treatment concept was first introduced in patients 
with advanced melanoma: In this patient population, the anti-CTLA-4 antibody 
Ipilimumab was the first drug ever to show improved overall survival in phase 
III trials. Antibodies directed against PD-1 and its ligand, PD-L1, have shown 
much promise in the treatment of melanoma, renal cell cancer, non-small cell 
lung cancer, and other tumours, as evident by encouraging rates and durability of 
tumour responses. Because of the successes with immune checkpoint inhibitors 
in cancer immunotherapy, many new agents and strategies, including 
combination approaches, are being developed at a fast pace. 
Keywords: Immune checkpoint; CTLA4, PD-1; PD-L1 

1 Introduction 

Immune checkpoints are regulators of the immune system, play the critical role in 
the maintenance of the self-tolerance, prevention of autoimmune and protection of 
tumor tissue from the immune collateral damages [1]. The above immune checkpoints 
are often appropriated by the tumors, to contain the capacity of the immune system to 
post an efficient anti-tumor reaction.  

mailto:nvtdoan123@gmail.com
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To reboot anti-tumor immunity, stalling immune checkpoints is therefore an 
encouraging tactic [2]. Lately, the antibody-based medications delaying the immune 
checkpoints CTLA4 and PD-1 appeared as "game changers" in cancer treatment, 
running to strong clinical reactions even in patients with progressive malignancy. The 
discovery achievements in melanoma, lung and kidney cancers offered a remedial 
confirmation for this method for a novel age of cancer management [3]. 

 

2 Immune’s checkpoints proteins in immune system 

 
Table 1. | The clinical progress of agents that focus immune-checkpoint routes 

Target  Biological 
function  

Antibody or 
Ig fusion protein  

State of 
clinical 
development* 

CTLA4  Inhibitory 
receptor  Ipilimumab  

FDA approved 
for melanoma, 
Phase II and 
Phase III trials 
ongoing for 
multiple cancers 

Tremelimumab  

Previously 
tested in a Phase 
III trial of 
patients 
with melanoma; 
not currently 
active 

  

PD1  Inhibitory 
receptor  

MDX-1106 
(also known as 
BMS-936558) 

Phase I/II trials 
in patients with 
melanoma and 
renal and lung 
cancers 

MK3475  Phase I trial in 
multiple cancers   

CT-011‡  Phase I trial in 
multiple cancers   

AMP-224§  Phase I trial in 
multiple cancers   

PDL1  Ligand for 
PD1  MDX-1105  Phase I trial in 

multiple cancers 

Multiple mAbs  Phase I trials 
planned for 2012   
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LAG3  Inhibitory 
receptor  IMP321||  Phase III trial 

in breast cancer 

Multiple mAbs  Preclinical 
development   

B7-H3  Inhibitory 
ligand  MGA271  Phase I trial in 

multiple cancers 

B7-H4  Inhibitory 
ligand  

Preclinical 
development  

TIM3  Inhibitory 
receptor  

Preclinical 
development  

 
CTLA4, cytotoxic T-lymphocyte-associated antigen 4; FDA, US Food and Drug Administration; Ig, 
immunoglobulin; LAG3, lymphocyteactivation gene 3; mAbs, monoclonal antibodies; PD1, programmed 
cell death protein 1; PDL, PD1 ligand; TIM3, T cell membrane protein 3. 
*As of January 2012. ‡PD1 specificity not validated in any published material. § PDL2–Ig fusion protein.  || 

LAG3–Ig fusion protein [18] 
 

 
Notwithstanding the achievement of CTLA4 and PD-1 blockers, numerous patients 

do not react to these managements. Additionally, clinical value is still restricted to a 
small subset of cancer indications, and only a minority achieves the promise of ongoing 
survival [4,5]. It is consequently obvious there is added immune avoidance means 
facilitated by extra immune checkpoint proteins. In this appraisal, we discuss separately 
about two utmost reviewed immune checkpoints: 

 

3 Cytotoxic t-lymphocyte-related proteins 4 (ctla4) 

 
This protein, correspondingly identified as cluster of differentiation 152 (CD152), is 

a receptor, which works as an immune checkpoint and down synchronizes the immune 
reactions. CTLA4 is presently conveyed in regulatory T cell once initiation of a 
occurrence, which is specifically noted in cancers. It behaves as an "off" switch when 
attached to CD80 or CD86 on the exterior of antigen exhibiting cell (APC). The ctla4 
gene in mice and CTLA4 gene in human encrypt the CTLA4 protein. 

 
3.1 Function  

Generally, CTLA4 is a representative of the immunoglobulin superfamily that is 
conveyed by stimulated T cells and conducts an inhibitory wave to T cell. The 
stimulation of T cell, across the TCR and CD28, results in increasing manifestation of 
CTLA-4. 

CTLA4 is similar to the T-cell co-stimulatory protein, CD28, and the two molecules 
join to CD80 (B7-1) and CD86 (B7-2), localizing on the cell exterior of antigen-
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presenting cells (APC), permitting to contest CD28 from its ligands. CTLA4 diffuses 
an inhibitory sign to T cells, while CD28 conveys a stimulatory signal. CTLA4 is 
similarly located in Treg cells and provides to its inhibitory role. 

The method by which CTLA-4 works in T cells remnants being described by 
biochemical proof that implied CTLA-4 employs a phosphatase to the TCR, hence 
weakening the sign. This work stays unverified in the literature. More contemporary 
research has implied that CTLA-4 may work in vivo by seizing and eliminating B7-1 
and B7-2 from the membranes of antigen-presenting cells, consequently creating these 
inaccessible for activating of CD28. Furthermore, it has been discovered that dendritic 
cell (DC) - Treg collaboration produces repossession of Fascin-1, an actin-bundling 
protein vital for immunological synapse establishment, and twists Fascin-1–dependent 
actin polarity in antigen exhibiting DCs to the T reg cell connection region [5]. Though 
it is rescindable on T regulatory cell detachment, this requisitioning of crucial 
cytoskeletal constituents triggers an exhausted condition of DCs, resulting in lessened 
T cell preparing. This indicates Treg-mediated immune clampdown is a many-step 
development. Also the CTLA-4 CD80/CD86 communication, the fascin related polarity 
of cytoskeleton concerning DC-Treg immune synapse performs a key function.   

CTLA-4 may also function via modulation of cell motility and/or signal through PI3 
kinase.  Early multi-photon microscopy studies observing T-cell motility in intact 
lymph nodes appeared to give evidence for the so-called "reverse-stop signaling 
model".  In this model CTLA-4 reverses the TCR-induced ‘stop signal' needed for firm 
contact between T cells and antigen-presenting cells (APCs). The purpose of these 
reports is to equate CTLA-4 positive cells, which are primarily supervisory cells and 
are at least partly stimulated, with CTLA-4 negative naive T cells whilst other clusters, 
having investigated the influence of antibodies to CTLA-4 in vivo, have established 
slight or no consequence on motility in the framework of anergic T-cells [8].   

 
3.2 Structure 

The protein comprises an extracellular V area, a trans-membrane field, and a 
cytoplasmic tail. Different link variations, encrypting diverse isoforms, have been 
depicted. The membrane-bound isoform works as a homodimer interlocked by a 
disulfide bond, whilst the resolvable isoform behaves as a monomer. The intracellular 
area is analogous to that of CD28, in that it has no inherent catalytic action and includes 
one YVKM motif able to fix PI3K, PP2A and SHP-2 and one proline-rich motif capable 
to fix SH3 comprising proteins. The principal function of CTLA-4 in impeding T cell 
reactions appear to be candidly through SHP-2 and PP2A dephosphorylation of TCR-
proximal indicating proteins for example CD3 and LAT. CTLA-4 can additionally 
influence signing subtly thru opposing with CD28 for CD80/86 attachment [13]. 
CTLA-4 can similarly attach PI3K, though the significance and outcomes of this 
interface are undefined. 

 
3.3 Clinical significance 

The variations of this gene have been linked with various conditions such as insulin-
dependent diabetes mellitus, Hashimoto's thyroiditis, Graves' disease, celiac disease, 
thyroid-associated orbitopathy, systemic lupus erythematosus primary biliary cirrhosis 
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and further autoimmune disorders. Polymorphisms of the CTLA-4 gene are coupled 
with autoimmune syndromes for example autoimmune thyroid disorder and numerous 
scleroses; nevertheless this relationship is frequently feeble. In Systemic Lupus 
Erythematosus (SLE), the link alternative sCTLA-4 found to be abnormally formed and 
located in the serum of patients with vigorous SLE. 

 
Germline haploinsufficiency 

Generally, germline haploinsufficiency of CTLA4 results in CTLA4 deficit or CHAI 
and LATAIE disorder (CTLA4 haploinsufficiency with autoimmune penetration), an 
uncommon genetic syndrome of the immune structure. Patients with CHAI and 
LATAIE, present with autoantibody-mediated cytopenias, 
lymphadenopathy/splenomegaly, hypogammaglobulinemia, organ-specific 
autoimmunity, and lymphocytic infiltration of nonlymphoid organs. Although features 
of CHAI and LATAIE are similar, a notable difference is the typically earlier age of 
onset with LATAIE, where disease onset is often apparent in preschool-age children, 
whereas CHAI presents in older children or young adults. The autoantibody-mediated 
cytopenias (i.e., autoimmune hemolytic anemia, autoimmune thrombocytopenia, and 
neutropenia), lymphadenopathy, and splenomegaly resemble the autoimmune 
lymphoproliferative syndrome [10] 

 
Clinical and laboratory indications 

For any symptomatic patients with CTLA4 mutations categorized by an immune 
dysregulation condition involving widespread T cell penetration in some organs, 
involving the gut, lungs, bone marrow, central nervous system, and kidneys [2]. Most 
patients have diarrhea or enteropathy. Lymphadenopathy and hepatosplenomegaly are 
likewise as autoimmunity. The tissues disturbed by autoimmunity differ nonetheless 
involve thrombocytopenia, and thyroiditis, psoriasis, type I diabetes, and arthritis. 
Furthermore, respiratory contagions are very usual. Notably, the clinical appearances 
and illness progressions are alterable with certain persons relentlessly affected, while 
others display minor symptom of complaint. This disorder is defined to have partial 
penetrance of complaint. Penetrance is thought to be partial when particular persons 
stop to carry the characteristic and appear fully asymptomatic, though they pass the 
allele. The penetrance is expected to be approximately 60%. 

The clinical signs are initiated by anomalies of the immune arrangement. Majority 
of patients acquire reduced quantities of at least one immunoglobulin isotype, and have 
trivial CTLA4 protein manifestation in T regulatory cells, hyperactivation of effector T 
cells, muted switched memory B cells, and gradual damage of travelling B cells [12]. 

 
Treatment 

After a diagnosis is completed, the management is established on an person's clinical 
circumstance and may involve typical treatment for autoimmunity and immunoglobulin 
defects. A new report cured a Korean CHAI ailment patient with CTLA4 mimetic, 
CTLA4-Ig (e.g.. abatacept) and was capable to manage immune action and recuperate 
patient signs [12].  
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Agonists to diminish immune action 
The moderately greater attraction of CTLA4 has created it an impending treatment 

for autoimmune disorders. Synthesis proteins of CTLA4 and antibodies (CTLA4-Ig) 
have been employed in clinical experiments for rheumatoid arthritis.  The mixture 
protein CTLA4-Ig is commercially obtainable as Orencia (abatacept). A succeeding 
group form of CTLA4-Ig recognized as belatacept lately ratified by the FDA 
established on encouraging outcomes from the randomized Phase III BENEFIT report. 
It was accepted for renal transplantation in patients that are exposed to Epstein–Barr 
virus (EBV)[11]. 

 
Antagonists to surge immune endeavor 

Equally, there is growing attention in the conceivable remedial aids of hindering 
CTLA4 (exploiting antagonistic antibodies alongside CTLA such as ipilimumab (FDA 
accepted for melanoma in 2011) as a ways of stopping immune system acceptance to 
tumors and thus offering a hypothetically valuable immunotherapy scheme for patients 
with malignance [4]. This is the initial permitted immune checkpoint deter treatment. 
Alternative is tremelimumab, however it is still not ratified [17]. 

 

4 Programmed cell death protein 1 (pd-1) 

 
Planned cell death protein 1, similarly recognized as PD-1 and cluster of 

differentiation 279 (CD279), is a cell exterior receptor participating an vital function in 
down-regulating the immune structure and stimulates self-tolerance by overpowering 
T cell inflammatory endeavor.  

PD-1 is an immune checkpoint and protects alongside autoimmunity over a twofold 
mechanism of encouraging apoptosis (programmed cell mortality) in antigen-specific 
T-cells in lymph nodes whilst concurrently decreasing apoptosis in regulatory T cells 
(anti-inflammatory, suppressive T cells).  PD-1 impedes the immune system, inhibits 
autoimmune disorders, although it can similarly block the immune system from 
extermination of tumor cells.  

A latest group of medications that impede PD-1, the PD-1 inhibitors, trigger the 
immune system to assault cancers and are thus employed with variable realization to 
handle specific sorts of malignancy. The PD-1 protein in humans programmed via the 
PDCD1 gene. PD-1 is a cell superficial receptor that fits to the immunoglobulin 
superfamily and is conveyed on T cells and pro-B cells. PD-1 attaches dual ligands, 
PD-L1 and PD-L2 [2,3] 

 
4.1 Structure  

Predetermined death 1 is considered a type I membrane protein of 268 amino acids. 
PD-1 is a affiliate of the expanded CD28/CTLA-4family of T cell regulators. The 
protein's configuration embraces an extracellular IgV field pursued by a transmembrane 
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area and an intracellular end. The intracellular end includes double phosphorylation 
locations situated in an immunoreceptor tyrosine-based inhibitory motif and an 
immunoreceptor tyrosine-based control motif, which indicates that PD-1 depressingly 
regulates T-cell receptor TCR signals. This is coherent with fastening of SHP-1 and 
SHP-2 phosphatases to the cytoplasmic end of PD-1 on ligand attachment. 
Additionally, PD-1 ligation up-regulates E3-ubiquitin ligases CBL-b and c-CBL that 
trigger T cell receptor down-modulation.  PD-1 is conveyed on the exterior of 
stimulated T cells, B cells, and macrophages, proposing that contrasted to CTLA-4, PD-
1 extra mostly negatively controls immune reactions [17]. 

 
4.2. Ligand  

PD-1 has dual ligands, PD-L1 and PD-L2, which are partners of the B7 family. 
Normally, PD-L1 protein is upregulated on macrophages and dendritic cells (DC) in 
reply to LPS and GM-CSF therapy, and on T cells and B cells on TCR and B cell 
receptor marking, while in quiescent rats, PD-L1 mRNA can be identified in the heart, 
lung, thymus, spleen, and kidney. PD-L1 is conveyed on nearly entirely murine cancer 
cell lines, involving PA1 myeloma, P815 mastocytoma, and B16 melanoma on therapy 
with IFN-γ. The PD-L2 manifestation is further constrained and is communicated 
chiefly by DCs and a limited cancer cell lines [5,7].  

 
4.3. Function 

Numerous literatures indicate that PD-1 and its ligands adversely control immune 
reactions. PD-1 knockout mice have been revealed to grow lupus-like 
glomerulonephritis and enlarged cardiomyopathy on the C57BL/6 and BALB/c 
settings, correspondingly. In vitro, management of anti-CD3 encouraged T cells with 
PD-L1-Ig leads to reduced T cell fabrication and IFN-γproduction. IFN-γ is an 
important pro-inflammatory cytokine that encourages T cell inflammatory commotion. 
Downgraded T cell production was likewise associated with reduced IL-2 production.  
Mutually these facts imply that PD-1 deleteriously controls T cell reactions.  

Trials employing PD-L1 transfected DCs and PD-1 conveying transgenic (Tg) CD4+ 
and CD8+ T cells indicate that CD8+ T cells are further vulnerable to inhibition by PD-
L1, though this could be reliant on on the potency of TCR signaling. Coherent with a 
function in adversely controlling CD8+ T cell reactions, exploiting an LCMV viral 
vector standard of chronic disease, Rafi Ahmed's group revealed that the PD-1-PD-L1 
collaboration deters stimulation, growth, and attainment of effector roles of virus-
specific CD8+ T cells, which can be overturned by impeding the PD-1-PD-L1 
communication [2,16].  

Since CTLA-4 undesirably controls anti-tumor immune reactions, the diligently 
associated molecule PD-1 has been freely discovered as a goal for immunotherapy. 
Manifestation of PD-L1 on tumor cells constrains anti-tumor action within arrangement 
of PD-1 on effector T cells. Manifestation of PD-L1 on cancers is linked with reduced 
survival in esophageal, pancreatic and other types of cancers, highlighting this pathway 
as a target for immunotherapy. Triggering PD-1, conveyed on monocytes and up-
regulated upon monocytes initiation, via its ligand PD-L1 stimulates IL-10 
manufacture, which reduces CD4 T-cell task [15].  
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In mice, manifestation of this gene is produced in the thymus when anti-CD3 
antibodies are introduced, and great amounts of thymocytes experience apoptosis. Mice 
lacking for this gene raised on a BALB/c setting acquired enlarged cardiomyopathy and 
perished from congestive heart failure. These reports indicate that this gene outcome 
may also be essential in T cell role and add to the inhibition of autoimmune disorders.  

Overexpression of PD1 on CD8+ T cells is only sign of T-cell fatigue (e.g., in 
prolonged infection or malignancy).  

4.4 Clinical significance 
Cancer  

PD-L1, the ligand for PD1, is highly expressed in several cancers and hence the role 
of PD1 in cancer immune evasion is well established. Monoclonal antibodies targeting 
PD-1 that boost the immune system are being developed for the treatment of cancer. 
Numerous tumor cells express PD-L1, an immunosuppressive PD-1 ligand; inhibition 
of the interaction between PD-1 and PD-L1 can enhance T-cell responses in vitro and 
mediate preclinical antitumor activity. This is known as immune checkpoint blockade. 

Assortment therapy employ dual anti-PD1 and anti-CTLA4 therapeutics have 
seemed as significant cancer managements in the arena of checkpoint inhibition. 

A mixture of PD1 and CTLA4 antibodies has been revealed to be additional efficient 
than any antibody only in the management of various malignancies. The outcomes of 
the double antibodies do not emerge to be superfluous. Anti-CTLA4 therapy results in 
a superior antigen-specific T cell-dependent immune response whilst anti-PD-1 seems 
to resurrect CD8+ T cells capability to destroy tumor cells.  

In clinical experiments, mixture remedy has been revealed to be successful in 
lessening cancer magnitude in patients that are insensitive to solo co-inhibitory 
barricade, notwithstanding growing quantities of noxiousness owing to anti-CTLA4 
management [13]. A mixture of PD1 and CTLA4 produced up to a ten-times greater 
amount of CD8+ T cells that are dynamically penetrating the cancer mass. The writers 
postulated that the greater concentrations of CD8+ T cell insinuation were owing to 
anti-CTLA-4 subdued the transformation of CD4 T cells to T regulator cells and 
supplementary decreased T regulatory destruction with anti-PD-1. This amalgamation 
encouraged a further strong inflammatory reaction to the cancer that condensed the 
extent of tumor. Recently, the FDA has accepted a mixture treatment with dual anti-
CTLA4 (Ipilimumab) and anti-PD1 (Nivolumab) in October 2015.  

The molecular influences and receptors are crucial creation a cancer responsive to 
anti-PD1 therapy stay undetermined. The PDL1 manifestation on the exterior of tumor 
cells shows a major function. PDL1 positive cancers were twofold as probable to react 
to mixture therapy. Nonetheless, patients with PDL1 negative growths additionally 
have restricted reaction to anti-PD1, signifying that PDL1 manifestation is not an utter 
factor of the efficiency of treatment.  

The greater mutational problem in the cancer is associated with a superior influence 
of the anti-PD-1 usage. In clinical experiments, patients who gained from anti-PD1 
management had malignances, for example melanoma, bladder cancer, and gastric 
cancer, that had a usual greater than normal number of mutations than the patients who 
do did not counter to the treatment. Yet, the relationship amid advanced cancer problem 
and the clinical efficiency of PD-1 immune blockade is remained unclear. 
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Anti-PD-1 therapeutics 

Certain malignancy immunotherapy vehicles that focus the PD-1 receptor have been 
established.  

An example of such anti-PD-1 antibody medicine, Nivolumab, (Opdivo - Bristol 
Myers Squibb), made far-reaching or fractional reactions in non-small-cell lung cancer, 
melanoma, and renal-cell cancer, in a clinical trial with a overall of 296 patients [38] 
Colon and pancreatic cancer did produce a reaction. Nivolumab (Opdivo, Bristol-Myers 
Squibb) ratified in Japan in July 2014 and by the US FDA in December 2014 to cure 
metastatic melanoma. 

A typical agent such as Pembrolizumab (Keytruda, MK-3475, Merck) aims at PD-1 
receptors accepted by the FDA, in Sept 2014 to use for metastatic melanoma. 
Pembrolizumab has been made available to radical melanoma patients in the UK via 
UK Early Access to Medicines Scheme (EAMS) in March 2015. It has been employed 
in clinical studies in the US for patients with lung cancer, lymphoma, and 
mesothelioma. It has had reasonable achievement, with a few reported complications. 
It is up to the producer of the medication to ask to the FDA for endorsement for 
application in these illnesses. On October 2, 2015, FDA approved Pembrolizumab for 
radical (metastatic) non-small cell lung cancer (NSCLC) patients who are exhausted 
with othertherapies.  

Further drugs in early-phase of development directing PD-1 receptors (checkpoint 
inhibitors) are Pidilizumab (CT-011, Cure Tech) and BMS-936559 (Bristol Myers 
Squibb). Both Atezolizumab (MPDL3280A, Roche) and Avelumab (Merck KGaA, 
Darmstadt, Germany & Pfizer) aim the analogous PD-L1 receptor. 

 
Animal illness 

HIV 
Medications aiming PD-1 in amalgamation with further negative immune 

checkpoint receptors, for example (TIGIT), may supplement immune reactions and/or 
accelerate HIV abolition. T lymphocytes display higher manifestation of PD-1 in 
situation of long-lasting HIV infection. Increased occurrence of the PD-1 receptors 
relates to collapse of the HIV specific CD8+ cytotoxic and CD4+ helper T cell residents 
that are fundamental in fighting the virus. Immune barricade of PD-1 leaded to the 
renewal of T cell inflammatory phenotype indispensable to battle the development of 
the illness.   

Alzheimer's disease 
Impeding of PD-1 tips to a decrease in cerebral amyloid-β plaques and develops 

intellectual functioning in mice. Immune block of PD-1 induced an IFN-γ dependent 
immune reaction that enlisted monocyte-derived macrophages to the brain that were 
then proficient of clearance the amyloid-β plaques from the mass. Continual admins 
with anti-PD-1 were discovered to be essential to uphold the remedial outcomes of the 
therapy. Amyloid plaques are immunosuppressive, and this discovery has been 
independently established by inspecting the properties of the fibrils in 
neuroinflammatory disorders. PD-1 offsets the results of the fibrils by encouraging 
immune activity and activating an immune route that permits for brain restoration.  
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Future consideration 

 
The clinical realizations have unlocked a renewed range of remedial: FDA approval 

of anti-CTLA4, rapidly pursued by anti-PD-1 therapy. A recently discovered 
understanding of prospective antitumor endeavor in cancer patients have helped to 
clarify the role of ICs in immune reactions in different levels. The investigation of ICS 
yields two challenges: Is the classification of possible biomarkers that can control which 
IC foremost pathway in specific cancer therapy a difficult decision? Is it conceivable 
that particular oncogenic pathway such as PI3k-AKT or STAT3 may provoke and can 
be employed as a replacement biomarker? The clinical development of combined 
therapy: vaccine associated with anti-ICs? The above-mentioned questions allow the 
following conclusions to be reached: Clinical effects of CTLA4 and PD-1/PD-L1 
inhibitors indicate that B7-H1/PD-1 passageway is a significant objective for the 
successful antitumor immune reaction. Encouragement and toxicity synopsis of PD-
1/B7-H1 inhibitors confirms that they are very useful for the treatment of advanced 
cancers. 

The conceivable perpetuation of response of PD-1 and CTLA4 pathways lasting up 
to ten years, leading to the conduct of extensive international clinical trials on the their 
effect on solid tumors. This open up future research opportunities in blockades of ICS 
associated with new vaccines, angiogenesis, MAPK inhibiting targeted therapy.  
 

5 Conclusions 

 
Immune checkpoint blockade has gained momentum as a new approach in cancer 
immunotherapy. Due to its successes, many new agents and strategies, including 
combination approaches, are being developed at a fast pace. 
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Abstract. Aim: To determine the characteristics of KRAS, NRAS, BRAF, 
PIK3CA gene mutation and loss of PTEN expression in colorectal 
adenocarcinoma in Can Tho Oncology Hospital. Materials and methods: A 
cross-sectional study included 50 cases of colorectal adenocarcinoma were 
diagnosed and treated at Can Tho Oncology Hospital. KRAS, NRAS, BRAF, 
PIK3CA mutations identified by Sanger DNA sequencing as well as evaluating 
the loss of PTEN protein expressed by MHC. Results and discussion: Among 
the 50 colorectal cancer patients, we detected 17 (34%) mutations in the KRAS, 
NRAS (0%), BRAF 1(2%) and PIK3CA 3(6%), all of which were point 
mutations. Mutation frequencies at codon 12 and codon 13 were 26%. Only one 
patient harboured a point mutation at codon 10. The KRAS mutation frequency 
was significantly higher in the rectum than in the colon (26% vs. 8%, p=0,022). 
Other clinic-pathological features, such as gender, histological type, and grade, 
TNM stage, showed no positive relationship with KRAS gene mutations. The 
PIK3CA mutation frequency was significantly higher in the <50yrs patients or 
female than in the group ≥50yrs (6% vs. 0%) with p = 0,042; p= 0,036 
respectively. The incidence of PTEN loss was 14%. Loss of PTEN expression, 
relative to regional lymph nodes metastatic and distant metastasis was 
statistically significant. Conclusion: The KRAS mutation rates of colorectal 
adenocarcinoma patients in Can Tho Oncology Hospital were 34%. KRAS 
mutation associated with tumor location.  PIK3CA mutation associated with age 
and gender. In 50 cases, none of NRAS mutations detected.  K601E BRAF 
mutation is also one of several situations that cause over-activation of the BRAF 
protein. The rate of PTEN loss was 14% and about regional and distant 
metastasis. 
Keywords: KRAS NRAS BRAF PIK3CA mutation; PTEN loss; colorectal 
adenocarcinoma 
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1 Introduction 

Colorectal adenocarcinoma is one of the most common malignancies in the world, as 
well as in Vietnam. Recently, the incidence and mortality of colorectal adenocarcinoma 
have been increasing [1]. Epithelial growth factor receptor (EGFR) plays an important 
role in the proliferation and differentiation of normal cells. The Ras / Raf / MAP / MEK 
/ ERK signaling pathway leads to cell proliferation, metastasis, evasion of apoptosis, 
and neovascular proliferation [14]. Cetuximab and panitumumab, the monoclonal 
antibodies that block EGFR activity, have been approved by the FDA for use in 
metastatic colorectal cancer treatment. KRAS, NRAS, BRAF, PIK3CA mutations and 
loss of PTEN expression have implicated in the prognosis and select patients of EGFR 
Mab indication. 

 Recently, some studies on KRAS mutations in colorectal adenocarcinoma revealed 
a mutation rate of 35-40 %. In Vietnam, Ta Thanh Van detected 4/10 samples with 
KRAS mutation. The Ho Huu Tho found ten cases of gastric cancer 4 of them found to 
be KRAS mutation. Hoang Anh Vu studied 173 cases, discovered 62 instances of 
KRAS mutations (35.8%). Nevertheless, very few studies have performed on the 
BRAF, NRAS, PIK3CA gene mutation or loss of PTEN expression in colorectal 
adenocarcinoma. This study aimed to identify some mutant characteristics of KRAS, 
NRAS, BRAF, PIK3CA genes and loss of PTEN expression in colorectal 
adenocarcinoma at Can Tho Oncology Hospital. 

 2 Materials and Method  

This study was a cross sectional study on 50 cases of colorectal adenocarcinoma at Can 
Tho Oncology Hospital, Can Tho City, Vietnam. The study gathered recorded clinical 
information about age, gender, tumor location, and metastatic status. The specimens 
fixed with neutral buffered formalin 10%, HE stained. Histopathological classification 
and grading were according to W.H.O 2010. 

Cell harvesting from paraffin-embedded tissue: The tumor area was marked on the 
HE slides and reconnected to the untreated specimens, and then we shaved the 
corresponding tumor on the untreated tumor tissue slide. 

Genomic DNA extraction with the Promega kit. BRAF, PIK3CA were amplified by 
PCR, KRAS, NRAS amplified by COLD-PCR. 

Thermal cycles are performed on the GeneAmp® PCR system 9700 (Applied 
Biosystems, USA). The PCR product detected by electrophoresis and then purified by 
QIAquick Gel Extraction Kit (Qiagen, USA). The purified PCR product was given a 
cycle sequencing with Applied BiosystemsBigDye Terminator Version 3.1 in both 
forward and reverse directions for each exon. DNA sequence read by ABI 3130 Genetic 
Analyzer (Applied Biosystems, USA). 

The results were analyzed by Seq Scape software, compared with the KRAS, NRAS, 
BRAF, PIK3CA reference sequences on NCBI for the diagnosis of mutations in the 
genes. Diagnostic procedures for genetic mutations performed at the Center for 
Molecular Biology, University of Medicine and Pharmacy at Ho Chi Minh City.  



684 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Data were processed by SPSS 16.0 software. The relationship between the genetic 
mutation, loss of PTEN expression with patho-clinical characteristics was verified by 
the Fisher exact tests, taking p = 0.05 to determine the statistical significance of these 
tests. 

3 Results  

3.1 Features of KRAS gene mutation 

In 50 cases, we found 17 cases with mutations (34%), all of which were point mutations. 
Mutations occurred at codon 12 with 13 cases accounting for 26%, followed by codon 
13 with three situations accounting for 6%, 1 case with mutations in codon 10 (2%). 
Among KRAS mutations, there was one mutation in both codons 12 and 13, and one 
case harbored two forms of a point mutation in the same codon (codon 12). 

3.2 The relationship between KRAS mutation and patho-clinical 
characteristics 

Table 2 summarizes the relationship between KRAS gene mutations and some of the 
patho-clinical features of colorectal cancer, including age, sex, tumor site, histological 
types, histological grade and TNM staging. 

The correlation between KRAS mutation and patho-clinical characteristics such as 
age, sex, histopathology, histology, the TNM stage were not statistically significant. 
KRAS mutations were more frequent in the rectum (13/27cases, 48%) than in the colon 
(4/23cases, 17%). 

3.3 NRAS gene mutation:  

Investigation of NRAS mutations on both exon 2 and three but we have not recorded 
any mutations. 

3.4 BRAF gene mutation:  

Through a BRAF mutation study of 50 cases, the study recorded one case of BRAF 
mutation in codon 601 (K601E) in a 51-years old male with colon cancer who recurred 
after 48 months surgery and chemotherapy. 

In a study 50 cases of PIK3CA gene mutations in exon 9 and exon 20 showed three 
situations of mutation PIK3CA (2 instances in exon 20 (4%) and 1 case in exon 9 (2%). 

The relation between PIK3CA mutation and age and sex was statistically significant 
but not with tumor location, type of histopathology, histopathological grade, and pTNM 
stage. 
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4 Discussion  

4.1 The KRAS gene mutation.  
In this study, we identified 17/48 (34%) cases were having KRAS mutations, which 

occur quite frequently in colorectal cancer about 35-45% [12,16,]. Hoang Anh Vu, in 
Ho Chi Minh City, Vietnam, reported the results of KRAS gene mutation in 62/173 
cases of colorectal cancer, in proportion to 35.8%. The rate of KRAS mutation in this 
study was also consistent with the incidence of KRAS gene mutations in colorectal 
cancer. 

Several studies had examined the association between KRAS mutations and some 
patho-clinical parameters, but the results still are controversial. Shen (2011), Gil 
Ferreira reported a correlation between KRAS mutation and sex with a higher rate of 
mutation in females than males; Elkof (2103) [13] illustrated the relationship between 
the higher rate of KRAS mutation and the location of the right colon in the delayed 
stages. Watanabe (2013)[16] showed a correlation between a higher KRAS gene 
mutation in female patients, with the increase of age, and colon positions more elevated 
than in left colon and rectum. Of 50 cases in this study recorded a common KRAS 
mutation in the rectum compared with the colon. Probably because the sample is rather 
small, and the power of the study was not sufficient to detect other relationships. 
However, Phipps [35] studied 1989 cases of colorectal cancer and did not find any 
association between age, sex, tumor location, type of histology, histology, stage of 
disease with KRAS mutation.  

There have been many studies showing that patients with KRAS mutations do not 
respond to cetuximab or panitumumab, so KRAS mutations are essential predictors of 
non-response to anti-EGFR drugs. Therefore, all patients with rectal cancer with KRAS 
mutations in codons 12 or 13 did not receive any treatment for EGFR. De Roock (2010) 
[9] examined 579 patients with chemo-rectal cancer who treated with cetuximab.  and 
found that patients with KRAS G13D mutation (n = 22) had a lifetime of survival (7.6 
months vs. 5.7 months, p = .005) and the duration of disease did not progress (4 months 
vs. 1.9 months, p = .004) longer than patients with other KRAS mutations 

4.2 NRAS mutation.  
Previous studies have shown that the NRAS mutation rate ranges from 3-7%. The 
NRAS mutation is also a predictor of feeble response to cetuximab or panitumumab in 
metastatic colorectal carcinoma [10], Our study has not recorded any mutation case, 
probably by too small sample number. 

4.3 BRAF gene mutation.  
According to COSMIC, the rate of BRAF mutation in colorectal cancer is about 10.7% 
[7]. This study recorded a BRAF mutation rate of 2%, which was quite consistent with 
many previous studies by Asian authors such as Shen. BRAF mutations are mostly 
mutations in codons 600, V600E (over 95%) [7]. Our study found that a mutation in 
codon 601 (K601E) was also a mutation that increased BRAF protein activity, 
according to Wan's study. Also, Yokota identified BRAF mutations as an independent 
predictor of survival, with a high risk of dying from cancer.  

4.4 PIK3CA mutation.  



686 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

This study found that mutation rates were only 6% lower than previous studies, such as 
Zhu K. (9.5%), Baldus (21%) [4]. Studies have not shown a significant difference in 
the PIK3CA mutation rate by gender. Some studies have shown that in the female the 
frequencies of mutations are significantly higher in the male. But there was no 
difference in the PIK3CA mutation rate by sex [8,13]. 

4.5 Expression of PTEN protein.  
This study documented 7/50 (14%) cases of loss PTEN expression in the cytoplasm of 
invasive tumor cells. Eklof's study [13] reported a 12.5% reduction in PTEN protein 
expression compared with the Naguib study (30%) and Loupakis (42%). At present, 
there are not yet facilities in Vietnam, to perform immunohistochemical staining and to 
evaluate PTEN protein expression for colorectal cancer. On the other hand, there is no 
uniformed international standard for staining and evaluation of immunohistochemical 
results of PTEN protein expression in colorectal carcinoma. We recognize that this is a 
matter that needs to be united and agreed in the future.  

5 Conclusion  

From 50 cases of colon cancer, this study recorded 34% of KRAS mutation in patients 
with colorectal carcinoma in Can Tho Oncology Hospital. The mutations were in 
codons 12 and 13 include G12D, G12V, G12S, G13D, G13S, with the highest G12D 
and G12V mutation rates, and a rare mutation in codon 10, G10E. KRAS gene 
mutations were more common in the rectum than the colon. No report on any of NRAS 
gene mutations in 50 patients. Only one case of BRAF mutation discovered. The 
PIK3CA mutation rate was 6%. The PIK3CA mutation rate in female patients aged <50 
years was statistical significantly higher in male patients age ≥50 years. The incidence 
of PTEN loss was 14% and associated with regional and metastatic distant metastases.  
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Abstract. Aims: This study aims to evaluate the diagnosis, treatment, and 
outcomes of early stages cervical cancers.  Materials and methods: a Randomized 
descriptive survey of 146 cases/786 cervical cancer patients hospitalized, 
classified into early stages (IA- IIA) and primarily treated in surgery at Can Tho 
Oncology Hospital from 06/2000 to 6/2008. Result: Predominant age of patients 
was from 40 to 59 year old (85%); mean age were 49 yo; the youngest were 23 
yo; the oldest was 75 yo. Postmenopausal patients occupied 18,7%. Proportion 
of early stages/total cervical cancers is 18,5% among which: stage IA: 5,1%; 
IB:8,8% and IIA: 5,5%. The first diagnostic clinical manifestation: 
intermenstrual bleeding: 73 %, postcoital bleeding: 9,5% combined with other 
favorizing factors: age of first coitus, number of sexual partners, number of 
children, lifestyle (socioeconomy status, cigarette smoking). Cytology or/and 
histopathology diagnosis and staging based on Pap-smear with cytological exam: 
HSIL: 13.3%, Microinvasive : 40%, Invasive : 46,7% ; Colposcopy : 
inflammation : 14,3%, budding :  63,5%, ulcerative : 9,5%. And biopsy of the 
cervix: epitheliocarcinoma : 85,7% , adenocarcinoma : 14,3% ; Post-operatory 
pelvic nodal metastasis : 18,4% ; unsafety of cutting field : 3,5%. Essential 
surgical treatment is Wertheim-Meigs’ Operation in conjunction with adjuvant 
therapy, chemotherapy, Radiotherapy. DFS of 3 years: 77,9%, of 5 years: 62,3%; 
OS of 3 years: 81,5% , of 5 years : 74,2%. Conclusion: This study illustrated a 
low proportion of early-stage cervical cancers in CanTho, in comparing with 
others authors. In the highly populated area of Mekong Delta region, cervical 
cancer screening programme was vital. The primary surgical treatment was the 
essential management for the early stages, as early diagnosis implies sooner 
radically treatment with a high proportion of DFS and OS of 3 or/and five years.  
Keywords: Surgical Treatment, Cervical Cancers, Stages IA – IIA 
 

1 Introduction 

Actually, the incidence of cervical cancer tend to be diminished in the developed 
countries, this kind of gynecological malignant were always ranged as one of the 
heading cancer and cancerous mortality in the developing countries. There still are a 
great number of patients were diagnosed in the advanced stages for which the result of 
treatment still is very modest [1][2][3][4]. 
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In Vietnam, according to the results of population-based cancer registration, the 
incidence of cervical cancer of period 2003-2004 at HCM city were ranked second 
among most 10 heading kinds of cancer [1] with the prevalence of 16,5/100000. In 
Hanoi, the cervical cancer was ranged as the 4th with ARS 9/100000 [6]. 

Can Tho, the fluvial area of Mekong delta, had the ASR 21,5/100000. By the socio-
economic situation were still modest, the means of treatment for the malignant diseases 
were still deficient, the choice of a therapeutic procedure adequate to each of disease 
stage, for the best response of treatment, were still not easy [7].  

The treatment of cervical cancer in initial stages, in practice, still not unanimous 
among the authors [8][9][10][11][12][13][14][15]: some prefer to do the surgical 
intervention in advance, following with adjuvant therapy with either radiation or 
chemoradiation; Others do the initial radiotherapy, in order to downstage, before the 
surgical procedure. 

From that reality, we study the results of treatment for the cervical cancer of early 
stages at Can Tho Oncology hospital in order to: 
 Participate to the evaluation of the cervical cancer state of early stages at an area of 

Mekong delta region 
 To evaluate the role and results of surgical treatment in order to illustrate the 

necessity of screening and early detection of this common kind of females malignant 
disease for an area without a network of cancer control and prevention. 

2 Materials and Method 

Retrospective study descripting 146/786 cases of cervical cancers ranged in early stages 
(IA – IIA) according to the criteria of FIGO [11]. Patients were treated by initially 
surgical procedure at Can Tho Oncology Hospital from June 2000 to June 2008. 

The data of antecedent, clinical, socioeconomical situation, life style of the patients 
suggest a diagnosis. Paraclinical result of Pap smear, colposcopy, and cervix biopsy 
help the confirmative diagnosis and staging. 

The patients were surgically treated with total hystero-annexectomy associated with 
superior third of the vagina and bilaterally internal iliac ganglia dissection. Histo-
pathological examination of the lesion helps to evaluate the grade of invasion as well 
as the ganglion metastasis of lesion suggesting an appropriate method of adjuvant 
treatment; either a radiotherapy, chemoradiotherapy or surveillance. 

Results of treatment will be observed randomly: complications, post-operatory 
surveillance, recurrence and metastasis in comparing among different authors 

3 Results 

From 6/2000 to 6/2008, 146 cervical cancer patients were diagnosed, staged as IA - IIA 
and being surgical treated, on a totality of 786 cervical cancer patients examined at 
outpatient department of Cantho Oncology Hospital (17,1%), distributed as following: 



690 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

─ Table 56. Distribution per year (n=146) 

Time Number of patients Percentage (%) 
2000 06 4,1% 
2001 11 7,5% 
2002 13 8,9% 
2003 23 15,7% 
2004 21 14,4% 
2005 19 13% 
2006 27 18,5% 
2007 18 12,3% 
2008 08 5,4% 

 

 

Fig. 163. Age distribution chart with mean age of 49, youngest was 23 and oldest was 75. 

Fig. 164. Pie chart of socioeconomical situations for (a) Economy and (b) Culture 
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Fig. 165. Charts of familial status for (a) First coitus age and (b) Number of sexual partner 

─ Table 57. Number of children 

Number of Children 0 few (1-2) middle (3-5) Numerous (>5) 
Number of patient 10 27 49 60 
Percent (%) 6.9% 18.5% 33.5% 41.1% 

─ Table 58. Smoking status 

Smoking status No Light smoker Medium smoker Hard smoker 
Number of patients 142 4 0 0 
Percent (%) 97.2% 2.8% 0% 0% 

 

─ Table 59. First suggesting clinical sign: 

FIRST CLINICAL SIGN Number of patient Percent % 
Abnormally vaginal hemorrhage 107 73% 
Bleeding post-coitus 14 9.5% 
Hypermenorrhea 7 4.8% 
Other signs 7 4.8% 
Diagnoed by Health examination 11 7.9% 

─ Table 60. Cyto-histological diagnosis: colposcopy 

Colposcop
y 

Inflammatio
n 

Buddin
g 

Ulcerativ
e 

Infiltrat
e 

Polypou
s 

Mixt
e 

Number 21 93 14 11 5 2 
Percent (%) 14.3% 63.5% 9.5% 7.9% 3.2% 1.3% 

─ Table 61. Cyto-histological diagnosis: cytological sign 

Cytoexamination HSIL Microinvasion Invasion 
Number of patient 12 35 40 
Percent % 13,3% 40% 46,7% 
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─ Table 62. Cyto-histological diagnosis: Pathological examination 

Result of Anapath Squamous cell Carcinoma Adenocarcinoma Other type 
Number of patient 110 22 14 
Percent% 75,3 15,1 9,6 

 

Fig. 166. STAGING: According to FIGO before operation 

3.1 Surgical intervention: 

All 146 patients were surgically treated. For patients of stage IA, the basically 
techniques were Radical Hysterectomy, comprising total hysteroannexectomy 
associated with superior third vaginal excision. For the stages IB to IIA, we do further 
Pelvic lymph nodes dissection (Pelvic lymphadenectomy). 

3.2 Results of treatment:  

Tumor size: smallest 1cm, biggest sometime   5cm. We had 23 cases of indetermining 
size due to huge polyposis or lesion invaded into the interior hole of the cervix, very 
difficult to accurately confirm the dimension of lesion. 

─ Table 63.  

Tumor size 0 - 1cm 1 - 2cm 2 - 3cm 3 - 4cm 4 - 5cm > 5cm 
Patient 
number 

4 7 12 38 33 29 



693 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Proportion       
Pelvic lymph nodes: 123 cases of pelvic lymphadenectomies, among which, 28 cases 
had positive metastatic nodes (22,7%). These patents will be transfer to undergo an 
adjuvant radiotherapy or chemo-radiation 

─ Table 64. Metastatic according to stages 

Metastatic lymph nodes Stage IA Stage IB1 Stage IB2 Stage IIA 
Number of patients 0 3 12 13 
Percent (%) 0 4,4% 17,9 19,4 

 

─ Table 65. Metastatic lymph nodes according to tumor size. 

Tumor size 0-1cm 1-2cm 2-3cm 3-4cm 4-5cm > 5cm 
Number of patient 0 1 4 6 10 7 
Percent (%) 0 1,5 5,9 8,9% 14,9% 10,5% 

 

─ Table 66. Recurrence and metastasis: 79 patients are controlled and surveilled (n=79) 

Post treated time 1 year 2 years 3 years 4 years  5 years 
Number of patients 14 15 22 16 12 
Percent (%) 17,7% 19% 27,8% 20,2% 15,2% 

The shortest time (from the stop of treatment until revealing of recurrence and/or 
metastases) 10 months, 14 patients; longest time  60 month, 13 cases. We have 23 
patients of recurrence and/or metastasis 

─ Table 67. The time to recurrence/metastasis after surgical treatment  

Times First year 2nd year 3rd year 4th year  5th year 
Pts. number 3 2 5 8 5 
Percent (%) 13% 8,7% 21,7% 34,7% 21,7% 

 

─ Table 68. Recurrence/metastasis into pelvic lymph nodes: 21/23 cases of metastasis 
underwent the pelvic lymph noded dissection with 17/21 of positive anapath results 

Recurrence/metastasis/lymph 
nodes 

Pelvic Lymp 
node (-) 

PelvicLymp 
Node(+) 

Tổng 
số 

Number of patients 4 17 21 
Percent (%) 17,3% 74% 91,3% 

─ Table 69. Recurrence/metastasis according to tumor sizes 

Tumor size 0-1cm 1-2cm 2-3cm 3-4cm 4-5cm 5cm 
Number of patients 1 1 4 7 6 4 
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Percent (%) 4,3% 4,3% 17,3% 30,4% 26% 17,3% 
 

─ Table 70. Recurrence/metastasis according to the result of Anapath 

ANAPATH Adenocarcinoma Squamous Cell 
carcinoma 

Others Total 

Number of 
patients 

13 6 4 23 

Percent (%) 56,5% 26,1% 17,4% 100% 

4 Discussion 

4.1 Proportion of early cervical cancers: 

Cervical cancer  diagnosed and ranged as early stages (IA – IIA), was evaluated by 
clinical examination associated with cytohistological exams. During 9 years 146 cases 
of early stages detected on the total 786 cases of cervical cancer in general (18,5%). We 
also ranged all cases pre-IB (even stage O and sỉn 3) into the IA group. 

─ Table 71. comparison the cancer proportion among other authors:  

Authors IA IB IIA Total p 
THINH P. Le & Al [3] 
(HCM cancer center) 0,15% 21,8% 23,6% 45,4% < 0,05 

KHUONG V. D. & Al [6] 
(K Hospital Ha Noi) - 18,7% 32,1% 50,8% < 0,05 

THANG H. Q. & et al [16] 
(Can Tho General Hospital) 2,9% 11,3% 4,3% 18,5%  

According to the general evaluation, our proportion of early cervical cancer was 18,5%, 
this is significantly lower in comparing with the statistics of other authors: Le THING 
[3] (1980 – 1990) 45,4%; KHUONG V. D. [6] (1992 – 1998) 50,8* 

4.2 Other epidemiological factors: 

Age.  
According to the occidental authors [8][9][10][11][12][13][14][15], cervical cancer 
were often seen within the limit of age from 48 – 55, the mean age were 53. The 
statistics of HCM cancer center [3] reported the most common age of 40 – 69; the mean 
age were 52,6; Rarely < 30 and the age of > 60 occupied about 25%. Our statistics 
reports the most common age of 40 – 49, mean age were 49. This result differs from 
the one of Le Phuc Thinh (p= 0.004) and the occidental authors (p-0.002)  

Economical and cultural situations.  
Economically, >50% of poor patients, only 44% of patients had the mild life level and 
very few (2%) in comfort. Culturally, more than 60% were in low cultural level or 
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ignorant. By these reasons, the incorrect awareness about diseases as well as the health 
care rarely being interested, the great number of patients were diagnosed in advanced 
periods and that justified the reasons why the proportion of cervical cancers diagnosed 
in early stages still was very low., the results of treatment was very limited and mortality 
was not ameliorated as well. 

Family status and number of children.  
Different from the situation in the developed countries, the proportion of cervical cancer 
were higher in women having many sexual partners, our registration as well as of many 
other authors of the whole country manifest a higher proportion of cervical cancer in 
women having a lot of children. Our statistics showed 41% of patients have more than 
5 children, and particularly 5 patients have > 10 children. So, the factor of “numerous 
children” was suitable to the relation between “numerous children“ and the proportion 
of cervical cancer, according to many other authors. 

Relation between tobacco and cervical cancer.  
Many documentations worldwide mentioned to the relation between tobacco and 
cervical cancer. But we didn’t find this factor out in our statistics. In practice, we 
registered only 4/146 light smoker female patients. 

4.3 About the clinical manifestations and the diagnosis: 

Similar to the observations of other authors and in the medical literature, we reported 
73% cases with abnormal vaginal bleeding and 9,5% with post coitus hemorrhage 
which were the first abnormality motivating the patients coming to see the doctor. Some 
other signs as hypermenorrea (4,8%) were also remarkable. 

These was the signs of initially clinical suggests. By gynecological examination, the 
patients underwent the colposcopy, pap-test and biopsy leading to the positive 
diagnosis. 

Specially, we had 12 cases by the health examination, revealing through a pap-test 
sin 3, colposcopies end biopsies the intraepithelial carcinoma. 

The diagnosis through the health examinations were specially significant in 
illustrating the interests of the screening and early detection of cervical cancer in 
community, increasing the proportion of early stage disease, much more patients will 
be radical treated, signifying an efficace participation for solving the cancer burden. 

4.4 Anatomopathology: 

Many statistics worldwide of cervical cancer had reported that the great number of 
cervical cancer was squamous cell carcinoma [16]. Our statistic was also appropriately 
similar. 

Authors S,C. Carcinoma  Adenocarcinoma  
Wolman as in Novak [17] 90% 10% 
THINH Le (HCM Cancer Center)[3] 83% 10% 
Bình Dân Hospital [3] 93% 7% 
Cần Thơ Oncology Hospital [18] 75,7% 15,1% 
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4.5 Treatment of early stages cervical cancer: 

This is a problem being at once dialectic and dedicate, for the therapeutic indications 
were not yet unanimous among many authors. According to conditions, situation of 
materials and equipment, the capacity and even the concepts. 

With the cervical cancers before stage IA, the unification of radically or even 
conservatory surgical indication were no dispute. According to the medial literature, 
node invasion is rarely and less than 1% 

With stages IB & IIA, the choice of method of treatment depends on different author: 
According to Wolman [17], the surgical methods of treatment were preferentially 

chosen for young patient, fewer risk surgical factor and small lesion. Radiation and/or 
chemoradiation were chosen for aged patients with higher risk of surgery and extended 
lesions. 

According to Patricia et al [12] the therapeutic procedure of cervical cancer of early 
diagnosis as following: 
 Epithelial lesions: superficial ablative techniques. 
 Microinvasion < 3mm: Conservative surgical treatment (conisation, extracapsular 

hysterectomy) 
 Early invasion (IA2, IB1, IIA): Radical hysterectomy or single radiotherapy. 

At HCM city cancer center [3], the stages of cervical cancers were treated as schema: 
 Internal radiation  
 Surgery  
 Completing post-operatory radiation (If N+ or surgery were not yet sufficient). 

At Can Tho, as the particularity about materials and equipment, there is not yet 
radiation machine, we treat only surgically the cervical cancer diseases “in early 
stages”. By this reason, the choice of patients ranged within the “radically operable 
group”:  

For the ≤ IA group: we apply the radical hysteroannexectomy without lymph nodes 
dissection. For the rest, we opened with bilateral pelvic lymphadenectomy. In the case 
in suspect, we transfer the patient to an adjuvant radiation or chemoradiation therapy. 

4.6 Results and post treated surveillance: 

During the surgically therapeutic process, we didn’t have any case of severe 
complications: some light infection of the incision and well controlled. Most patients 
had an almost normal post-operatory proceeding. The average post-operative time were 
8 days.  

There were 123 cases of lymphadenectomy, 84,2%, among which 28 cases were 
metastatic (22,7%). We had to send the patient to undergo radiation or chemoradiation 
adjuvant therapy 

Nowadays, we manage 79 patients, 54,1%, among which 13 patents had been 
surveilled more than 5 years after the treatment, most of them were diagnosed at stages 
of IA and IB. However, about half number of patient were not surveilled through the 
long time. That couldn’t be reexamined or stopped themselves to be surveilled. So that 
we cannot evaluate accurately the true results of treatment periodically. 
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According to the medical literature [7], survival proportion of cervical cancer stage 
I were 72%, stage II 62%, stage III 34% and only 8% for stage IV. Within the country, 
we didn’t find out any documentation talking about 5 years survival for each stage of 
cervical cancer. The statistics also showed the progressive decrease of reexamined 
patient number post-treated. There could be several patients of recurrence but 
impossible to come reexamine, died after and were not reckoned or they also could 
survive on illness without reexamination. By these reasons, it’s so difficult to do a 
comparison of results of treatment among the therapeutic center within the country. 
 
 

5 Conclusions 

The proportion of early cervical cancer, 14,5%, were significantly lower than the 
acknowledgments of other institutions within the whole country, participate to reflect 
the situation of this malignant disease in the region, most populated, of Mekong Delta 
area. Surgical treatment of cervical cancer in initial stages (IA – IIA) had initially 
brought many encouraging results participating to solve the burden of cancer in general 
and cervical cancer in properly, even in the areas where the means of multidisciplinary 
treatment were still inadequately. For cervical cancer patients diagnosed in initial 
stages, with localized lesions, the surgical treatment signified a radical management. 
This participated to reduce significantly the mortality of this kind of cancer. 
The most important problem was how to do for elevating the number of patients 
diagnosed in initial stages. The screening and early detection of cervical cancers, 
leading to treat the cancer at an early moment, also signified a radical treatment, were 
an emergent problem in an area that the prevalence of disease is so high, while the 
means of diagnostic as well as treatment were still inadequate and lack of a performing 
cancer control and prevention network 
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Abstract. Aim: To evaluate the feasibility, safety, and properties of dissected 
lymph nodes from the specimen of laparoscopic right hemicolectomy for colon 
carcinoma. Materials and method: To perform a cross-sectional study of 80 
right colon carcinoma patients who underwent laparoscopic right hemicolectomy 
at K Hospital of Hanoi Medical University and Can Tho Oncology Hospital from 
June 2012 to June 2016. Results and discussion: There were 36 male and 44 
female patients. Age ranges from 20-87-year-old, the average age was 54.8 ± 1.7. 
15 patients had a history of previous operations. The mean size of tumors was 4.9 
± 0.2 cm (1.5-6 cm). A total of 992 lymph nodes were harvested, the mean 
number of nodes dissection for each patient was 12.4mm ± 2.8 (6-43mm). The 
number of nodes dissection whose size from 0.5 to 1cm were 589 (59.4%). 
Majority of lymph node’s location was closed to the tumor edge and along 
arteries: ileocolic, right and middle colic arteries (80.1%). Metastatic rate of 
lymph nodes was moderate (40%). Conclusion: Within the limit of this study, 
lymphadenectomy in Laparoscopic surgery for right colon carcinoma was the 
feasible and safe procedure. It conforms to the oncological principles. 
Characteristic properties of dissected lymph nodes from the specimen revealed 
mean of nodes dissection for each patient were 12.4mm; a majority of node’s 
locations were closed to the tumor edge and along the ileocolic, right colic and 
middle colic arteries. Metastatic rate of lymph nodes was moderate (40%). 
Keywords: Laparoscopy; Colon cancer; Lymphadenectomy 
 

1 INTRODUCTION 

The presence of lymph node metastases in colorectal cancer is well recognized as one 
of the most important prognostic factors for long-term outcome [1]. Local recurrence 
and survivals after colon cancer have been reported by standardized surgery with 
complete mesocolic excision and central vascular ligation [2]. The era of laparoscopic 
surgery for colon cancer was initiated since 1991[3]. Moreover, the question regarding 
to oncology still be posed as: whether the endoscopic surgery ensures the perfect node 
dissection in comparing with the classically standard operation [4]. The endoscopic 
surgery had been admitted, worldwide, since a multi-centric randomized, large quantity 
of patients, clinical trial reporting about the safety as well the interests on regard of 
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oncology [5-7]. Then, the clinical trial COST had concluded the acceptance of 
endoscopic surgery as one surgical therapeutic modality of choice [7].  

Additionally, the AJCC and UICC, and National Cancer Institute consensus panel 
have all recommended the evaluation of, at least, 12 dissected nodes to ensure an 
adequate sampling [6]. The college of American pathologist has, for many years, 
recommended a pathologic examination of at least 12 nodes to accurately predict node 
negativity. The number of dissected nodes should be at least of 12 to become sufficient 
to stage the metastatic nodes (N staging) [9, 14]. An accurate node staging of colon 
cancer post-operatory will help us to choose appropriate adjuvant chemotherapy and is 
an important prognostic factor [13]. From such the reasons and benefits of laparoscopic 
lymph node dissection, we carry out this study to evaluate the feasibilities, results and 
clinical applications of node dissection through laparoscopic surgery for 
adenocarcinoma of right colon. 

2 Materials and Methods 

Patients of right colon adenocarcinoma were selected and treated by endoscopic surgery 
at central K hospital (Hanoi) and Can Tho oncology hospital (Can Tho). A descriptive 
cross-sectional study with the duration of study from 2012 – 2016. 

2.1 Targets of study: 

 Patient characteristics: age, sex, weigh, height, BMI, location and size of tumors, 
surgical antecedents  

 Results of nodes dissection: quantity, size, locations of dissected node groups, and 
the metastatic node status according to each section, size and to TNM.   

The data of study were processed by statistical algorithm with the software data analysis 
SPSS 20 and TATA 8. The p value < 0.05 was considered as statistically significant. 

3 RESULTS  

The study comprises 36 male and 44 female patients whose mean age was 54. 8 ± 1. 7 
(20 – 87). The BMI had the mean value of 21 ± 0. 3 (14.6 – 30. 8). The mean size of 
tumor was 4.5 ± 0. 2 (1. 5 – 6). 15 patients had the old scar of incision (18. 6%). 

3.1 Results of nodes dissection 

 The results and characteristics of dissected lymph nodes are clarified in table 
2 according to sites and locations; different halting places of lymph node and metastatic 
status depending on N staging as following: N¬0 48 cases (69%), N1 24 cases (30%) 
and N2 008 cases (10%)  
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─ Table 72. Patients characteristics 

Characteristics Results 

Ages 54.8 ± 1.7 (20 – 87) 

Sexes 
Males 38 (45) 

Females 44 (55) 

Weight 52 ± 0.9 (36 – 76) 

Height 
157.2 ± 0.7 (143 – 
169) 

BMI (kg/m2) 21 ± 0.3 (14.6 – 30.8) 

Locations of 
tumor 

Caecum 10 (12.5) 

Ascending colon 41 (51.2) 

Right angle colon 29 (36.3) 

Tumor sizes 4.9 ± 0.2 (1.5 – 6) 

Abdominal surgery 
antecedents 

15 (18.8) 

The manifested values were mean value ± standard errors (approximation) or case 
number (%) 

4 DISCUSSION 

The nodes dissection in colon cancer was one surgical criterion, an important prognostic 
factor [15]. There are many factors influencing the number of dissected nodes during 
the operation of colon cancer: endoscopic or opened surgery, experiences, the technics 
of nodes dissection, the principles of cancer surgery of the surgeons, the cooperation 
between the surgeons and pathologists to examine all the dissected nodes [4, 6 and 17]. 
In our study, 80 patients of colon adenocarcinomas underwent endoscopic surgery, the 
totality of dissected nodes were 992 nodes among which the most common locations of 
the nodes were D1, 378 nodes (38.1%) and D2, 417 nodes (42%). D3 had only 197 
nodes (19.9%). The most important in prognosticating the cancerological results of 
treatment in long term were the number of dissected nodes [4]. Goldstein NS and 
colleagues (1996) and Tekkis PP (2006) recommended the regional nodes should be 
dissected systematically [13,14] and the minimum number should be 6-17 nodes and, 
for pathological exploration, should be at least 12 nodes in order to have a clinical 
classification appropriate [8,18]. By this, the indication of adjuvant chemo 

The size of nodes was also a predictive factor for the nodal metastasis of colorectal 
cancers. therapy will be decided [16]. Analyzing on 80 patients, the size of nodes of 0.5 
– 1cm were the most common seen and found out in 589 nodes (59,4%); 357 cases with 
nodes  ≤  0,5cm (36%) and only 46 (4.6%) nodes with the diameter of >1cm. Braat, in 
the meta-analysis of 30 studies about the sizes of nodes had reported: Nodes larger than 
1cm of diameter had a proportional metastasis higher than 90% to 100%, whereas ≤ 
0.5cm had this proportion of 66 to 77%[4]. Our study reported a lower metastatic 
proportion according to nodes sizes: for node group size larger than 1cm: 38/46 
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(82.6%); group of 0.5 – 1cm: 278/589 (47.2%) and group of < 0.5cm: 81/357 (22.7%). 
The generally nodal metastasis of the whole patient group was 40%. Nodal metastasis 
was the independently prognostic factor for the survivals and recurrence after the 
surgical therapeutic. Moreover, about the nodal metastasis, sometime the cancer cells, 
instead of developing by a halting order from “near to far”, skip a passage to a further 
destination. This is called “skip metastasis. Of our study, we didn’t see any case of skip 
metastasis. 06 cases of nodal metastasis along the superior mesenteric artery had also 
the nodal metastatic at other stages of metastasis: beside the tumor and intermediate 
node groups. N Staging according to TNM we had N1 of 30% (1 – 3 nodes), N2 of 10% 
(≥ 4 nodes). 

5 CONCLUSIONS 

Node dissection through laparoscopic surgery for the treatment of colorectal cancers is 
an operation of high feasibility, but it needs to respect the oncologic principles with the 
average number of dissected nodes was 12 of which, the most common location was 
beside the tumor and along the ileocolic, right colic and middle colic arteries (80.1%) 
with the common size of nodes was 0.5 – 1cm (59.4%). The metastatic nodal proportion 
was 40%. 
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PARALLEL SESSION F1C: Advanced Technologies in Sleep Diagnosis and 
Sleep Medicine 
8:00-10:05 

Study of the Obstructive Sleep Apnea in the Patients with 
Cardiovascular Risk 

 
Background: Obstructive Sleep Apnea syndrome (OSA) is the disease of ceasing the breath 
when sleeping. The incidence was 5% in the population, more often in female than male. More 
than 50% of SAS patient have hypertension, diabetes mellitus, coronary syndrome or even 
sudden death. In Viet Nam, there were still a few studies about OSA. 
Objective: To evaluate the prevalence of cardiovascular risk in OSA patients. Also the 
correlation between AHI and BMI, SBP, DBP, blood glucose, Cholesterol, Triglyceride, LDL-
C,  HDL-C. 
Methods: Clinical data of 30 OSA patients admitted to hospital were analyze and compare to 30 
healthy persons, without cardiovascular risk. We evaluate the incidence of cardiovascular risk in 
the OSA patients. We also find the correlations between AHI and age, BMI, systolic blood 
pressure, diastolic blood pressure, fasting glucose, Cholesterol, Triglyceride, LDL-C, HDL-C.   
Results:  
1. Prevalence of cardiovascular risk in OSA patient:  hyperlipidemia27,59%, hypertension 
18,97%, obesity 20,69%, smoking 13,79%, sedentary lifestyle 8,62%, diabetes mellitus 10,34% 
2. There were positive correlation between AHI and systolic blood pressure r=0,37, p<0,05, 
p<0,05; Cholesterol r= 0,32, p<0,05; BMI r=0,41, p<0,05. 
Conclusions: Basing on the correlation, cardiovascular risk should be concerned in OSA. 
 
1. BACKGROUND 

Obstructive Sleep Apnea syndrome (OSA) is a disorder characterized by 
repetitive partial or complete closure of the upper airway during sleep. The upper 
respiratory tract abnormalities result in airway disorders and, as a result, decrease blood 
levels of O2 and increase blood levels of CO2. During the upper respiratory tract 
closure, an increase in the impedance of the upper respiratory tract increases the 
respiratory muscle response and increases the pressure in the thorax. The increased use 
of respiratory muscles in breathing leads to sleep disruption and activation of upper 
respiratory muscles to re-open the upper respiratory tract. Repetition of the 
physiological stresses of obstructive sleep apnea syndrome leads to daytime sleepiness 
symptoms, or wakes up at night and / or cardiovascular disease [1]. 

OSA has been studied in the last 30 years and the prevalence is becoming more 
prevalent. The incidence of the disease is about 5% of the population, more common in 
men than women, and up to 70% can’t be diagnosed. More than 50% of patients with 
OSA have hypertension, coronary artery disease and even sudden death. OSA is 
common in patient with obesity, hypertension, diabetes mellitus ... [2] 

In the world, there have been many studies about OSA but in Vietnam, have not 
been properly considered compared to the danger that syndrome brings. Based on this 
situation, we conducted the study: "Study of the obstructive sleep apnea in the patients 
with cardiovascular risk" aims to two objectives: 

1. Evaluate the frequency of cardiovascular risk factors in patients with 
obstructive sleep apnea syndrome. 
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2. Find the correlation between AHI (Apnoea–Hypopnoea Index) with BMI 
(Body Mass Index), DBP (Diastolic Blood Pressure), SBP (Systolic Blood Pressure), 
Blood Glucose, Cholesterol, Triglyceride, LDL-C, HDL-C. 

2. METHODS AND STUDY POPULATION. 
2.1. Study Population 
A group of 30 patients with obstructive sleep apnea syndrome, with 

cardiovascular risk factors. The control group included 30 healthy patients with no 
cardiovascular risk factors of the same age. 

2.2. Methods 
Descriptive cross-sectional study  
2.2.1. Agitation of Sleep-Related Sleep Disorders 

- The number of apneas 5-15 times / hour: light  
- The number of apneas 15-30 times / hour: moderate  
- The number of apneas 5-15 times / hour: severe [3] 

2.2.2. Diagnostic Criteria for Adult Obstructive Sleep Apnea (OSA) 
Diagnosed with all three criteria A, B, C and have respiratory muscle [4] 
A. At least one of the following applies: 
1. The patient complains of unintentional sleep episodes during wakefulness, 

daytime sleepiness, unrefreshing sleep, fatigue, or insomnia. 
2. The patient wakes holding his/her breath, gasping, or choking. 
3. The bed partner reports loud snoring or breathing interruptions during the 

patient’s sleep. 
B. Polysomnographic recording shows the following: 
1. Five or more scoreable respiratory events occur per hour. These events can 

include any combination of obstructive apneas, hypopneas, or respiratory-associated 
arousals. 

2. There is evidence of respiratory effort during all or a portion of each 
respiratory event. 

C. This disorder is not better explained by another sleep, medical, or psychiatric 
disorder, substance abuse, or medication. 

D. Associated features: 
Snoring, Obesity, Systemic hypertension, Pulmonary hypertension, Congestive 

heart failure, Sleep fragmentation, Recurrent awakening from sleep, Sleep-related 
cardiac dysrhythmias, Nocturnal angina, Gastroesophageal reflux, Impaired quality of 
life, Impaired concentration, Diabetes, Metabolic syndrome 

2.2.3. Epworth Sleepiness Scale  
How likely are you to doze off or fall asleep in the following situations, use the 

following scale to choose the most appropriate number for each situation:  
0 = would never doze, 1 = slight chance of dozing, 2 = moderate chance of 

dozing, 3 = high chance of dozing  
Table 2.1: Epworth Sleepiness Scale [5] 

Situation Chance of Dozing (0-3) 
Sitting and reading  
Watching TV  
Sitting, inactive in a public place (e.g. a theatre or a 
meeting) 
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Lying down to rest in the afternoon when 
circumstances permit 

 

Sitting and talking to someone  
Sitting quietly after a lunch without alcohol  
In a car, while stopped for a few minutes in the 
traffic 

 

A score of ≥10 indicates significant daytime sleepiness 
3. RESULTS 

3.1. Characteristics 
3.1.1. Characteristics of research subjects 
Table 3.1: Characteristics of research subjects 
Characteristics Controls Group 

(n=30) 
Disease Group 

(n=30) 
p 

Age 46,67±12,48 49,26 ±11,32 >0,05 
Sex Male 9 (56,25%) 19 (63,33%) >0,05 

Female 7 (43,75%) 11 (36,67%) >0,05 
BMI (kg/m2) 19,87 ± 2,99 23,03 ± 4,53 <0,05 
Heart Rate (bpm) 80,17 ± 8,18 87,16 ± 11,12 <0,05 
Diastolic BP (mmHg) 130,53 ± 26,14 149,03 ± 28,98 <0,05 
Systolic BP (mmHg) 71,58 ± 15,62 81,67 ± 9,83 <0,05 
Glucose (mmol/l) 6,43 ± 1,78 7,20 ± 1,34 >0,05 
Cholesterol (mmol/l) 4,93 ± 0,90 5,28 ± 0,83 >0,05 
EF (%) 63,46 ±11,93 58,11 ± 13,45 >0,05 
FS (%) 37,92 ±8,27 33,54 ±9,66 >0,05 

There is significant difference between controls group and disease group in BMI (p<0,05), Heart 
rate (p<0,05), Diastolic BP (p<0,05), Systolic BP (p<0,05). 

3.1.2. Characteristics of research subjects in polysomnographic recording 
Table 3.2: Characteristics of research subjects in polysomnographic recording 

 Controls Group 
(n=30) 

Disease Group 
(n=30) 

p 

Epworth Sleepiness Scale 3,45 ±1,38 8,34 ± 3,37 <0,01 
AHI 3,87 ± 0,63 27,66 ± 11,51 <0,001 

AHI – B  4,26 ± 0,43 34,67 ± 12,43 <0,001 
AHI - O 3,64 ± 0,57 25,90 ± 11,48 <0,001 

SpO2 (%) 97,67 ± 0,82 95,05 ± 1,39 <0,001 
Snoring index 0,61± 0,23 11,32 ±2,96 <0,001 

Blood oxygen saturation reduction index 0,78± 0,19 22,17 ±5,73 <0,001 
There is significant difference between controls group and disease in Epworth Sleepiness 

Scale, (p<0,01) AHI (p<0,001), SpO2 (%) (p<0,001). 
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3.1.3. Distribution of OSA according to AHI 
Table 3.3: Distribution of OSA according to AHI 

AHI 5-14 15-29 ≥30 
BMI 20,27± 4,38 21,59 ± 4,49 22,03± 6,52 

SpO2 (%) 95,67± 2,52 95,57± 0,79 94,44± 1,24 
Heart Rate (bpm) 89,11 ±9,08 81,86 ±14,09 93,67 ±3,06 

SBP (mmHg) 124,29± 20,82 126,67± 26,37 156,67 ±24,49 
DBP (mmHg) 81,67±9,83 78,89 ±15,37 87,65 ± 11,75 

Glucose (mmol/l) 5,32 ± 0,99 6,05 ±1,74 7,33 ±2,19 
Triglycerid (mmol/l) 1,77± 0,43 2,00± 0,57 2,31± 1,27 
Cholesterol (mmol/l) 5,53± 0,41 5,50 ± 1,18 5,02± 0,56 

HDL-Cholesterol (mmol/l) 1,35± 0,62 1,06 ±0,29 1,17± 0,17 
LDL-Cholesterol (mmol/l) 2,82± 0,64 2,80± 0,60 2,95± 1,10 

3.2. Distribution of pathology and risk factors of OSA 
Table 3.4: Distribution of risk factors of the sample 

Risk factors  (n)  (%) 
Hyperlipidemia 16 27,59 
Hypertension 11 18,97 
Obesity 12 20,69 
Smoking History 8 13,79 
Static Lifestyle  5 8,62 
Diabetes Mellitus 6 10,34 
p <0,001 

Hyperlipidemia accounts for the highest rate: 27.59%. The lowest risk factor is static 
lifestyle: 8.62%. 3.6. Correlation between AHI and cardiovascular risk factors 

Table 3.5: Correlation between AHI and cardiovascular risk factors 

Correlation AHI 
r p 

SBP (mmHg) 0,37 <0,05 
Cholesterol (mmol/l) 0,32 <0,05 
BMI (kg/m2) 0,41 <0,05 

There was a statistically significant positive correlation between AHI and SBP, 
cholesterol and BMI. 
4. DISCUSSION 

There have been numerous studies showing that OSA is independently 
associated with hypertension [6] insulin resistance, glucose tolerance [7] 
hyperlipidemia [8]. The AHI (Apnoea–Hypopnoea Index) is the most important 
parameter in assessing the severity of OSA [3]. In our study, the correlation between 
AHI and SBP was r = 0.37 p <0.05, Cholesterol r = 0.32, p <0.05. Steven R. Coughlin 
et al. concluded that OSA was independently associated with an increase in 
cardiovascular risk factors and metabolic syndrome. This explains the increased risk 
and sudden cardiac death in patients with Obstructive Sleep Apnea syndrome [9].  

Many studies have shown that OSA, even in middle-aged men, is closely related 
to the incidence cardiovascular mortality [6, 10].  
According to Gami AS et al., OSA increases the risk of sudden cardiac death during 
sleep [11]. According to Yaggi HK et al., OSA is associated with increased risk of 
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stroke and death from any cause, and increased independence from other causes, 
including hypertension [12]. According to Baguet JP [13], there is a strong correlation 
between OSA and cardiovascular events, and the treatment of OSA with continuous 
positive pressure ventilation (CPAP) can improve cardiovascular risk, specially for 
hypertension. 
 Diagnosis and treatment of OSA should be considered in conjunction with the 
treatment of risk factors such as hypertension, diabetes and obesity. Sleep disturbances 
associated with OSA should be evaluated in terms of respiratory, cardiovascular, 
neurological, endocrine, and physical health. This is seen as an intensive diagnostic and 
treatment strategy for OSA 
5. CONCLUSIONS 

1. The prevalence of cardiovascular risk factors in obese patients with 
Obstructive Sleep Apnea syndrome: hyperlipidemia 27.59%, hypertension 18.97%, 
obesity 20.69% smoking 13.79%, static lifestyle at 8.62%, diabetes mellitus 10.34% 

2. There was a significant positive correlation between AHI and SBP r = 0.37, p 
<0.05; Blood cholesterol with r = 0.32, p <0.05; BMI r = 0.41, p <0.05. 
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Abstract. Introduction: Application of pure oxygen is an easy method to 
overcome gagging. Aim: The objective of this paper is to carry out a ten-year 
retrospective case series on the application of oxygen on gagging patients 
diagnosed with sleep disordered breathing (SDB). Materials and methods: A 
cohort of 62 private dental patient data was collected for the study over the course 
of ten years (2007-2017). Patient information used included medical history, vital 
signs (blood pressure, height, and weight), neck circumference, BMI 
measurements, lateral cephalometric radiograph, capnograph and a full clinical 
examination. Results and discussion: Patients with SDB and gagging issues have 
associated clinical findings such as scalloped tongue, mandibular and maxillary 
tori, skeletal class 2 division 1, narrow arch, deep palatal vault and worn-down 
dentition. Only one patient out of 62 gagging patients did not respond to oxygen 
therapy. This patient was identified as having SDB with a psychological 
component. Conclusion: Oxygen is an excellent method to overcome gagging 
issues in dental patients with history of SDB. 
Keywords: Oxygen, Gag Reflex, Sleep Disordered Breathing, Retrospective 
Study. 

1 Introduction 

In the past, health practitioners have used several methods in an attempt to reduce the 
likelihood of gagging in patients. The pharyngeal reflex, commonly known as the gag 
reflex, is a laryngeal spasm in which triggering sensitive areas in the oral cavity causes 
the contraction of the back of the throat. It is a protective mechanism where the body 
tries to eliminate an agent or avoid choking [1]. Various causes may be psychogenic or 
somatogenic in origin, with extra and intra oral factors also playing a role [2, 3]. In 
dentistry, having a hypertensive gag reflex may lead to fear, anxiety or avoidance of 
treatment [3]. Many dental procedures that may trigger the gag reflex include placement 
of rubber dam, x-ray films, impression-taking or administration of local anesthesia [2]. 
This can make treatment very challenging or impossible [3]. Certain areas of the oral 
cavity can be more sensitive than others; literature [2] suggests trigger regions comprise 
of the palate, base of the tongue, throat, and pharyngeal wall. 

This can be particularly true in patients with sleep disordered breathing (SDB) during 
dental treatment. SDB is defined as the reduction of oxygen or other respiratory 
irregularities which happen during sleep [4]. It ranges from snoring, upper airway 
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resistance syndrome to obstructive sleep apnoea. The anatomy and neuromuscular 
functions play a key role in the pathophysiology [5, 6]. Saboisky, Stashuk [7] reported 
results showing the existence and severity of structural neural remodeling in apneic 
patients. During treatment, inadequate air may not be obtained through the nose and 
when the patient lies down in the dental chair, the tongue may be dropped back [8]. It 
is possible patients may feel they cannot attain supplementary air through their mouth, 
especially when there is water or other agents/equipment in the oral cavity. 
Consequently, this leads to higher accumulation of carbon dioxide and thus, maximum 
end-tidal carbon dioxide levels [9]. The brain then sends alert signals to the body, 
forcing a powerful gasp or gag. Therefore, the airway is such a vital component for 
survival and in this context, the gag reflex is related to the upper airway dimension. 

Several pharmacological and psychological approaches such as acupuncture, nitrous 
oxide, and IV sedation have been used to reduce gagging in dental patients [3, 10]. 
However, methods such as general anesthesia or acupuncture are considered more 
invasive and uncomfortable compared to behavior management techniques, oxygen or 
nitrous sedation.  

Chidiac, Chamseddine [10] conducted a study comparing the effectiveness of table 
salt against nitrous oxide. They found that nitrous oxide had a significant effect on the 
reduction of time to the gag reflex as opposed to the salt. While a number of researchers 
[2, 3, 10] support the use of nitrous oxide as an effective technique to prevent the gag 
reflex, it is also noted that the effect varies depending on the ratio of nitrous oxide to 
oxygen. Furthermore, De Veaux, Montagnese [3] supports this concept, as his study 
demonstrated that patients were able to tolerate certain dental treatments better at high 
ratios of nitrous oxide to oxygen.  

However, only licensed practitioners who have undergone appropriate training can 
legally administer nitrous oxide [11]. Additionally, not every dental surgeon has the 
right equipment and required training. An alternative to this would be administration of 
pure oxygen, which is easy, convenient, cheaper, and does not require special training. 

One study [12] conducted a similar experiment to test the effects of arterial oxygen 
saturation on gag reflex in males of similar age. The subjects compressed the lingual 
root strong enough to induce the gag reflex. Latency, starting from the compression of 
the tongue to the onset of associated abdominal muscle activity, as well as the duration 
and activities of these muscles were measured. Their study showed increased latency 
of gag reflex and decreased integral abdominal muscle activity in those who inhaled 
30% oxygen for 3 minutes. In contrast, subjects who held their breath for 30 seconds 
displayed decreased latency of the gag reflex and increased integral abdominal muscle 
activity [12]. However, the ratio of the number of subjects used for each group was 
uneven.  

Having a system of patients’ selection is crucial for any scientific study. In the 
context of this research, the American Society of Anaesthesiologists (ASA) Score was 
employed. ASA score is a universal score that measures the physical status of patients 
prior to surgery. It is also referred to as ASA PS, since it is a quantity of 'physical status'. 
Thus, ASA I implies a healthy patient, ASA II a patient with mild systemic disease, 
ASA III a patient with severe systemic disease, and ASA IV a patient with severe 
systemic disease that is a continuous threat to life. 
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2 Materials and Methods 

All patients selected had a strong gag reflex during dental treatment and gave informed 
consent (Griffith University Ref no: 2018/169). The. Inclusion criteria was that all 
patients had SDB and ASA score of I and II. ASA III and IV were excluded from this 
study. Demographic details include gender, medical history (including psychological 
issues), vital signs, neck circumference (above average is more than 43 cm for males 
and more than 40 cm for females), and BMI measurement. Full clinical examination 
and investigations involved intraoral and extraoral examination (forward head posture, 
lip incompetence, recessive chin), lateral cephalometric radiographs (skeletal pattern 
and micrognathia), capnograph, and changes in arterial oxygen saturation (SpO2). A 
visual analogue scale (VAS) representing success rate is shown in Table 1. Further 
exclusions are nasal obstruction or contraindications of the use of oxygen, such as 
complicated medical conditions, that result in ventilation-perfusion imbalance.  

They were then administered oxygen using a soft tip nasal cannula for the entire 
dental procedure ranging from 30 to 120 minutes. Oxygen flow rate varies from 4-
8L/min depending on patient size. 
 

 
Fig. 167. (A) Oxygen flow meter (B) Patient demonstrating the use of the oxygen Softip Nasal 

Cannula Adult 

─ Table 73. Rating of success using VAS and gagging time. 

VAS Score Success Gag at the time  
0 100% 0% 
1 90% 10% 
2 80% 20% 
3 <70% >30% 

3 Results 

Summary of the obtained results was found in Table 1. Of the 62 patients (28 males and 
34 females), the mean age was found to be 59 years. Their pre-operatively oxygen 

A B 
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saturation level (SpO2) ranges from 94 to 98%. After three minutes, all patients had a 
SpO2 improvement by 1.5%. More males with low SpO2 (<94%) than females existed.  

Statistical analyses were performed using SPSS to evaluate the occurrence of 
characteristics and the incidence of the gag reflex with statistical significance P<0.05. 
Despite the above findings, only the V-shape palatal vault was statistically significant 
in gender. As 61 out of the 62 patients responded to oxygen therapy, this produced a 
98.39% success rate with a VAS  2. There are significant differences between older 
patients (≥50 years) and younger patients (<50 years) in the following outcome 
characteristic findings: psychological issues, forward head posture, lip incompetence 
and response to oxygen therapy (P<0.05). Despite  literature [13] report, there was no 
association with the other findings. 

─ Table 74. Characteristic findings of patients stratified by gender and age. 

 Total  
n (%) 

Female 
n (%) 

Male 
n (%) 

Gender 
2 

Young 
n (%) 

Old 
n (%) 

Age 
2 

Heart Rate reduction by 
<20BMP 65 (100.0) 37 (56.9) 28 (43.1) - 11 (16.9) 54 (83.1) - 
Systolic Blood Pressure 
>135mmHg 49 (75.4) 25 (51.0) 24 (49.0) 2.83 6 (12.2) 43 (87.8) 3.10 

BMI >25 42 (64.6) 21 (50.0) 21 (50.0) 2.32 6 (14.3) 36 (85.7) 0.59 
Skeletal II and 
Micrognathia 2 (3.1) 2 (100.0) 0 (0.0) 1.56 1 (50.0) 1 (50.0) 1.61 

High Capnograph (>6%) 42 (64.6) 21 (50.0) 21 (50.0) 2.32 6 (14.3) 36 (85.7) 0.59 
Psychological Issues 1 (1.5) 0 (0.0) 1 (100.0) 1.34 1 (100.0) 0 (0.0) 4.99* 
Mallampati Score (≥2) 42 (64.6) 21 (50.0) 21 (50.0) 2.32 6 (14.3) 36 (85.7) 0.59 
Dolichocephalic Skeletal 
Pattern 1 (1.5) 1 (100.0) 0 (0.0) 0.77 0 (0.0) 1 (100.0) 0.21 

Forward Head Posture 58 (89.2) 32 (55.2) 26 (44.8) 0.67 8 (13.8) 50 (86.2) 3.75* 
Retrognathic Mandible 13 (20.0) 9 (69.2) 4 (30.8) 1.00 3 (23.1) 10 (76.9) 0.44 
Scalloped Tongue 42 (64.6) 21 (50.0) 21 (50.0) 2.32 6 (14.3) 36 (85.7) 0.59 
Neck Circumference 
Above Average 42 (62.6) 22 (51.2) 21 (48.8) 1.72 6 (14.0) 37 (86.0) 0.80 

Incompetent lips 7 (10.8) 6 (85.7) 1 (14.3) 2.65 3 (42.9) 4 (57.1) 3.75* 
V-shape Palatal Vault 5 (7.7) 5 (100.0) 0 (0.0) 4.10* 2 (40.0) 3 (60.0) 2.05 
Tori 42 (64.6) 21 (50.0) 21 (50.0) 2.32 6 (14.3) 36 (85.7) 0.59 
Larger Palatal and 
Adenoid Tonsils 5 (7.7) 4 (80.0) 1 (20.0) 1.18 2 (40.0) 3 (60.0) 2.05 

SpO2 increased by 1.5% 65 (100.0) 37 (56.9) 28 (43.1) - 11 (16.9) 54 (83.1) - 
Responded to O2 therapy 64 (98.5) 37 (57.8) 27 (42.2) 1.34 10 (15.60 54 (84.4) 4.99* 
* P value < 0.05 

 

─ Table 75. Statistical analysis of visual analogue scale (VAS) stratified by gender and age. 

VAS n Female 
n (%) 

Male 
n (%) Gender 2 Young 

n (%) 
Old 

n (%) Age 2 

0 47 26 (55.3) 21 (44.7) 5.51 8 (17.0) 39 (83.0) 6.14 1 6 2 (33.3) 4 (66.7) 0 (0.0) 6 (100.0) 
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4 Discussion 

The results indicate that SDB patients benefit from the use of oxygen, especially those 
with the anatomical, neuromuscular, and pathophysiological conditions that 
compromise the size of the oral sphincter. The oxygen therapy helps patients with 
pathophysiological conditions; however, in this study, there was one patient (with 
psychological issues) who did not respond to oxygen as he did not have a strong oral 
sphincter. As such, oxygen therapy is less effective in this type of patient. This is an 
area that should be considered for future research.  

The results show that, on average, patients will have a 1.5% increase in SpO2 after 
administration of oxygen. Due to afferent and taste fibers of the nerves in the throat, 
oxygen can have an effect on gagging by desensitizing these nerves in a similar manner 
to that of salt as demonstrated by Chidiac, Chamseddine [10]. Ashida and Koga [12] 
had conducted their experiment for three minutes; however, in this study, there was 
longer oxygen therapy time, meaning the effect on gagging was more profound.  

When there is a sufficient level of oxygen, there is a decrease in heart rate and blood 
pressure, which is to be expected. Our capnograph demonstrates lower carbon dioxide 
exhalation levels for those with less oxygen saturation levels. Higher than normal BMI 
(>25) patients have increased likelihood of greater than average neck circumference 
and are anticipated to have severe SDB, which is subsequently more advantageous for 
oxygen therapy. Due to our small sample size and unequal age distribution, these trends 
were not validated and were not statistically significant. Of all the analyzed variables, 
age appears to be the most significant demographic variable that has statistical 
significance.  With increasing age, the optimal physiology is compromised, our results 
indicated older SDB patients with forward head posture, lip incompetence respond well 
to oxygen therapy. Despite age being statistically associated with psychological issues, 
there is only one patient in the whole sample and thus, it is difficult to draw any 
conclusions from this. 

Gagging is associated with any procedure that is more likely to touch the posterior 
oral tissue and pharyngeal sphincter, which contains the afferent fibers to the three 
cranial nerves: glossopharyngeal (IX), vagus (X), and hypoglossal (XII) [14]. It is a 
reflex that is initiated by sensitization of the three cranial nerves that supply the upper 
airway (CN IX, X, XII). The biological plausibility of oxygen therapy is yet to be 
explained. However, from similar experiments conducted in dogs, it is suggested that 
change in saturation of arterial oxygen can affect the stimulation of the sinus nerve 
composed of afferent fibers of chemoreceptors integrated in the medulla oblongata [12]. 
From this study, the SpO2 levels increase with the application of oxygen. This in turn 
desensitizes the afferent nerve fibers from aortic baroreceptors. These fibers pass 
centrally via CN IX and CN X in the nucleus of the tractus solitarius (NTS) in the 
medulla of the brain [15].  

2 11 9 (81.8) 2 (18.2) 2 (18.2) 9 (81.8) 
3 1 0 (0.0) 1 (100.0) 1 (100.) 0 (0.0) 
* P value < 0.05 
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People with severe signs of SDB will benefit more than those with less severe SDB. 
The oxygen flow to the nasal cannula did exert some pressure on the nose, analogous 
to the principals used in CPAP. Subsequently, more and more oxygen is capable of 
reaching the lungs and bloodstream. Furthermore, extra oxygen will help to eliminate 
residual CO2. In summary, the use of oxygen raises the SpO2 levels and desensitizes 
these afferent fibers, thereby reducing the incidence of gag reflex. However, we do not 
have enough data to substantiate this. Further studies are warranted to accurately 
measure the pressure of oxygen flow through the nasal cavity.  

5 Conclusion 

The use of oxygen therapy on SDB patients demonstrated increased levels of oxygen 
in the blood and a decrease in the gag reflex. This suggested that when there are higher 
SpO2 levels, baroreceptors in the aorta will not send signals to the brain to induce 
gagging. Hence, oxygen is an affordable and easy method to overcome gagging 
problems in dental patients with history of SDB. 
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Abstract. Humans need more protection since environmental pollution becomes 
more serious problem. In many recent years, the appearance of many infectious 
diseases has generated the life-threatening and the tremendous challenges have 
given for medical scientists in diagnosis and treatment methods. Multifunctional 
protective costumes may be a good solution to protect efficiently human body 
from such risks. Among initiatives, dual antibacterial and water repellent fabric 
was able to be a great choice in designing the surgical gown in order to efficiently 
protect. This work provides usefully interesting information about the synergies 
among finishing agents on cotton fabric. Accordingly, the experimental results 
clarified the biocidal and hydrophobic mechanism at the same time under various 
conditions. In addition, the wearing comforts associated with heat tranfer and air 
exchange between body skin and fabric layers were concerned to increase the 
product performances. 
Keywords: Antimicrobial, water repellence, fluoro emulsion, quaternary 
ammonium, comfort 

1 Introduction 

Multifunctional textiles have been widely developed during recent decades owing to 
innovative techniques such as nano-technology or plasma technology [1]. These studies 
not only diversify clothing products more but also please wearers or consumers. People 
are living in a bacterial world, in which these tiny creatures are sometime useful and 
sometime harmful as well [2,3]. Several reports were clarified that the growth of 
biomicrobes in a human structure might successful controlled through two methods: 
inhibition (barrier) and extermination (killer). In fact, there were a lot of natural as well 
as man-made compounds like triclosan, metallic salts, so on, which can apply to 
commercally produce antibacterial agents for many years. In recent, Messaoud et al., 
has showed that the antibacterial finishing of cotton-based fabrics might be achieved 
from quaternary ammonium-based composite particles [4] 

In general, clothing products should have ability of the biocides the dangerous 
viruses to eliminate the risks of health, es-pecially illness, but they also maintain the 
convenience for wearers during their daily operations. For instance, a surgeon in 
hospital is frequently affected by patient’s blood and fluid that he must deal with high 
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infection rate, therefore, his gown in operating room needs to not only prevent blood 
fluid to permeate through cloth layers but also create the most comfort to him [5].    

An attaching mechanism of the fluorocarbon agents onto textile surface is illustrated 
in Fig.1. Especially, fluorocarbon compound is well known as the best repellent agent, 
meaning that both water and oil drops are efficiently easy to remove from fabric face 
(silicon agents or waxes only repel water, not oil) [6-8] 

 
Fig 1. The bonding mechanism of fluorocarbon agent with textile fabrics explained to 

repel both water and oil drops from surface 
Textile comfort is both physiological and psychological as a human feeling. In this 

study, the evaluation of thermal comfort was conducted through vapor permeability. 
Other points such as heat balance, heat loss will be discussed in next investigations.  

2 Experiments 

The antimicrobial emulsion (AEM-5772/5: 3-trimethylsilypropyldimethyloctadecyl 
ammonium chloride) and the water repellent agent (Nuva HPU: fluoro emulsion) on 
cotton fabric were purchased from Aegis and Clariant, respectively. Because of 
prevention of dilute solution into water repellent fabric, the antibacterial treatment 
process should be conducted first. The padding techniques with a stenter were applied 
for both antibacterial and water repellent processes under some various conditions. Pure 
cotton fabric were used for all tests due to its wide applications for human health 
protection. These samples were relaxed in room condition in order to ensure the 
uniformity of experimental measurements. The experimental results of microbiology, 
water absorbance, mechanics, comfort and drape were reported according to given 
standards. The durability of these treatments was determined via the washing cycles 
and the measurements and results were shown in term of diagram, such as the curve of 
washing times against agent residue, water resistance, air exchanging ability, so on. The 
photos were taken to reveal the fabric surface before and after treatments as well. 
Untreated, antibacterial, water repellent and dual antibacterial - water repellent cotton 
fabrics in the experiment named as SO, SA, SW and SAW,  respectively. 
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Chemicals and microorganisms used for this experiments include bromophenol blue 
(BPB), Escherichia coli (E.Coli). 

3 Results and Discussions 

3.1 Biocidal ability of silane quaternary ammonium salt on cotton fabric 
based on quantitative decline of microbes 

Antimicrobial activity of treated samples was quantified by counting the growth and 
reduction of microorganism (E.coli) in culture with microbiological measurements. All 
investigations reported that the amount of microbes on antimicrobial specimens slightly 
decreased with washing times in an hour of exposure or contact. It is known that the 
molecular bonds (i.e., the fastness of antimicrobial finish) of substrate (cotton fabric) 
and antimicrobial agent (ammonium salt) could be seriously affected under washing 
conditions. In particular, as shown in Table 1, most bacteria were eliminated after 24 
contacting hours, meaning that the longer bacteria contacted antimicrobial fabric, the 
more finished textile fabric killed bacteria, even lower lost biocidal residue after more 
washing cycles.  

    
Table 1:  Antibacterial ability of treated samples after 1 and 24 hours of contacting with bacteria by 

microbiological testing method 

Sample 
Percentage of decreased bacteria 

After 1 hour After 24 hours 

SO - - 

SA0 55.47 97.91 

SA5 62.40 98.73 

SA10 74.13 99.17 

3.2 Determinating antimicrobial activities by bromophenol blue (BPB) 

 Fig. 2 provides an evidence to explain why the content of bromophenol blue 
(BPB) is linearly proportional to the number of killed bacteria on fabric, corresponding 
to the residue of silane quaternary ammonium salt. The BPB measurements were quite 
quick, exact and totally consistent with the microbiological tests. However, such results 
determined only the content of antimicrobial agent but not biocidal ability of treated 
fabric because of dependence on contacting time, family of microbes and other 
additives.   
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Fig.2. Linear graph of BPB content against amount of decreased microorganisms on fabric. 

3.3 Investigation of biocidal ability on dual antimicrobial and water repellent 
treated cotton fabric  

The main purpose of this work is to clarify the synergistic interaction among active 
substances of functional finishes on textile fabric through the efficiency of these 
treatments. Combinating antimicrobial treatment with water repellent treatment is very 
necessary for some textile products like surgical gown. Due to hydrophobicity of 
fluorocarbon compound on fabric, the antibacterial treatment should be treated before.  

 

 
Fig.3 Biocidal ability of dual antimicrobial and hydrophobic treated fabric for 0, 5, 10, 15 and 20 of 

washing cycles 
 
The results of biocidal measurement were indicated in Fig.3. Interestingly, biocidal 

ability of dual antimicrobial and hydrophobic material reached the highest value at 10 
of washing cycles and decreased rapidly later. In fact, such phenomenon revealed that 
the productivity of water repellent finish reduced with washing times but that of 
antimicrobial finish raised since former one  were covered earlier one. When the 
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hydrophobic composition released from material surface, the microbes should be 
contacted with biocidal substance more, at which the washing cycle was up to 10. On 
the other hand, the number of microorganisms were killed the most as soon as they were 
adjacent to antibacterial agent. Nevertheless, at more than 10 times, the efficiency of 
both treatments declined rapidly because biocides and hydrophobicity were not able to 
retain enough to either attack or prevent microorganisms.        

3.4 Water repellence of dual antimicrobial and water repellent treated fabric 

In case of waterproof finish, water might easily push out of fabric surface, however, 
the moisture vapor could not transmit through the material. Obviously, the water 
repellent treatment with fluorocarbon still ensures the ventilation for fabric in which 
only water in drop form ,  

   
(a) Untreated fabric (b) Water repellent fabric (c) Dual antimicrobial and water 

repellent fabric 

Fig.4 Digital photos of water spraying tests for various types of fabric 

3.5 Drape of antibacterial and water repellent treated and untreated fabrics 

 
Fig.5. Drapes of untreated (SO), antimicrobial (SA), water repellent (SW) and dual antimicrobial – 

water repellent fabric (SAW) 



722 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

The treated agents into fiber structure may basically reduce softness of fabric. 
Interestingly, the drape of dual functional material is quite higher than untreated or 
mono-functional samples as shown in Fig.5. Particularly, the drape of untreated sample 
was 52.206 % while that of antibacterial finish was even 48.485 % but that of dual 
finish was higher previous ones (i.e., 53.630%). It might explain that, after bonding to 
fabric, these chemicals, thus, might cause the loose yarn system due to the decrease in 
the coefficient of friction.    

3.6 Change in air permeability as treating fabric by antimicrobial and water 
repellent agents 

The obtained results in Table 2 show that vapor exchange of sample SAW after 24 
exposure hours occurs more than those of sample SA and sample SW. It can be explained 
in terms of the agent residue and fastness on treated fabrics.  

 
Table 2: Results of antimicrobial and water repellent treatments based on change in weight after 24 

testing hours 

.Sample Repeat W0 (g) W24 (g) 
Vth 

(g/dm2.24h) 

SO 

1 167.27 166.24 1.03 

2 165.57 164.55 1.01 

3 161.64 160.62 1.02 

SA 

1 171.42 170.5 0.92 

2 161.2 160.26 0.94 

3 164.23 163.31 0.92 

SW 

1 155.53 154.56 0.97 

2 141.59 140.63 0.96 

3 159.87 158.91 0.97 

SAW 

1 161.57 160.59 0.98 

2 154.73 153.75 0.98 

3 163.97 162.99 0.98 
  

 However, the decrease of vapor permeability on dual functional treated fabric 
is very little as compared to untreated or mono-functional treated fabrics. On the other 
hand, this fabric allows air or vapor through its structure close to the untreated material, 
therefore human body should feel quite comfortable.    
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4 Conclusions 

In this work, an interactive mechanism between antimicrobial and water repellent 
finishes was investigated through experimental results of microbiological, water 
absorbent and mechanical tests. Most significantly, synergistic interaction among two 
various added agents were found that the water repellency might slightly prevent the 
antimicrobial activity but it still ensured both requirements of finished fabric in hospital 
gowns.  More detailed analysis of studying results will be published in the future work 
after implementing more investigations.    
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Combination of sST2 and BNP in Predicting the 
Mortality of ST- Elevation Myocardial Infarction 

 
Background: Serum levels of ST2 are associated with prognosis in non-ischemic 
heart failure, but the predictive value of ST2 in patients with ST elevation 
myocardial infarction is unknown. Methods: The study included 38 STEMI 
patients at Interventional Cardiology department of Cho ray hospital. Correlation 
analysis was used to identify the relationship between the cardiac outcomes within 
30 days from the onset of chest pain and sST2 value. Results: ST2 levels were 
measured in serum from 38 patients with STEMI. Baseline levels of ST2 were 
significantly higher in those patients who died (<35 ng/ml versus >35 ng/mL, 
P=0,01) or developed new congestive heart failure (< 35 ng/ml versus > 35 ng/mL, 
P=0.002) by 30 days. In an analysis of outcomes at 30 days by ST2 quartiles, both 
death (P=0.01) and the combined death/heart failure end point (p=0.001) showed 
a significant graded association with levels of ST2. Furthermore, when sST2 > 35 
ng/ml and BNP > 500 pg/ml showed a tightly relationship with cardiac outcomes 
within 30 days (P<0,0001). Conclusions: Serum levels of the interleukin-1 
receptor family member ST2 predict mortality and heart failure in patients with 
STEMI. These data suggest that ST2 and BNP are the useful biomarker in short-
term prognosis of cardiac events in STEMI. 
Keywords: sST2, BNP, STEMI, cardiac outcomes 

 
1. BACKGROUND 
In modern medicine, the diagnosis of heart failure is an important part of epidemiology. 
In the United States, about 550,000 new cases of heart failure occur each year and 
expected to increase further. One of the reasons for that is the population is aging, 
increased cardiovascular risk factors, the survival rate after myocardial infarction 
improved and the incidence of death from any causes reduce. In the patients with acute 
heart failure, increased ventricular pressure and ventricular dysfunction contribute to 
increased cardiac tension and diuretic peptide release (BNP and NT-proBNP). Influenced 
by pressure and volume overload, BNP and NT- proBNP are associated with structural 
abnormalities and cardiac function deteriorates, ventricular dilatation, valvular heart 
disease and pulmonary hypertension. Even with the addition of echocardiographic data, 
diuretic peptides are still valid in long-term mortality and re-admission for heart failure. 
As a member of the Interleukin-1 receptor family (IL-1), ST2 is a biomarker of 
mechanical stress, and rearrangement of ST2 signals leads to myocardial remodelling. In 
addition, while acute myocardial infarction, Serum levels of ST2 (STS) are associated is 
with an increased risk of death or heart failure, independent of diuretic peptide, any 
change in concentration levels sST2 over time is also a predictor of prognosis independent 
of diuretic peptide. Moreover, in patients with heart failure, sST2 levels are strongly 
associated with severe heart failure and predicted mortality for one year.  
2. METHODS AND STUDY POPULATION 

2.1. Study population 

All patients were diagnosed with acute ST elevation myocardial infarction (by the 3rd 
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European Society of Cardiology (ESC) 2012 definition of myocardial infarction [5]) for 
the first time at the Department of Cardiology Intervention, Cho Ray Hospital from April 
2015 to July 2015. 
 All patients with acute myocardial infarction were treated according to 
guidelines on the management of acute myocardial infarction in patients with ST-segment 
elevation of European Society of Cardiology (ESC) 2013 [6]. 
2.2. Standards in Research 

2.2.1. Biochemical sST2  

 All patients were adequately baseline tested and serum levels of sST2  at the 
time of study. Patients after discharge will be followed-up 30 days for chest pain, heart 
failure symptoms and response to drug treatment or death in out patients clinic or direct 
telephone contact. 
 Blood samples are stored in vials containing EDTA (Ethylene Di-Amino-Tetra-
Acetic Acid) or heparin, centrifuged for 10 minutes and plasma separated immediately 
upon receipt of blood samples. Plasma samples stored at- 80 0C (hold for 18 months) and 
wait until the full numbers of patients will be analyzed. 
 The analysis time is 4 hours. 
 The benchmark was constructed with seven standard concentrations ranging 
from 3.1 to 200 ng / ml. 
 The detection limit for the test is 32 pg / mL 
 The sST2 cutpoint of was 35 ng / mL according to the Framingham study , which 
was associated with mortality and progression of heart failure 
2.2. Methods 

 Descriptive cross-sectional study with 30-day follow-up. 
2.3. Statistical analysis 

 The research data was processed using SPSS statistical software for Windows 
version 16.0  
 Quantitative variables are normally distributed and presented in terms of ± SD. 
Qualitative variables are presented as median, minimum, maximum. Qualitative variables 
are presented in percentage terms. The main statistical tests used are: 
 * Compare the difference between quantitative variables: If the variables are 
normalized, then use t-test and take into account differences in variance. 
 * If the variables are non-standard, use the Mann-Whitney test or switch to 
standard distribution and use the t-test. 
 * Compare the difference between qualitative variables: Chi square test (Fisher's 
exact test if needed) to test the difference between the two groups of qualitative variables. 
Relationship assessment with clinical outcome by Wilcoxon test. 
 * With a 95% confidence interval, the difference was statistically significant 
when p <0.05.  
3. RESULTS 

3.1. Characteristics of research subjects 
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Table 3.1. Killip classification at admission. 
Killip classification at 

admission 
60-69 yr 

n= 13 
70-79 yr 

n= 13 
80-89 yr 

n=12 
P-

Value 
Killip = I 12 (92,3) 11 (84,6) 6 (50,0) <0,05 Killip ≥ II 1 (7,7) 2 (15,4) 6 (50,0) 

There were statistically significant differences in Killip group I and group II (p <0.05) 
Table 3.2. TIMI risk score for acute myocardial infarction ST elevation. 
Age (yr) 60-69  70-79  80-89  P-Value 

n 13 13 12  
TIMI median 6,46 ± 2,07 7,23 ± 2,35 10,75 ± 2,05 < 0,001* 

TIMI ≥ 8 (n, %) 4 (30,8) 6 (46,2) 11 (91,7) < 0,01 ** 
* ANOVA’s exact test 
** Chi Square test 

Mean TIMI values increased with age (p <0.001) 
Table 3.3.  Subject’s characteristics 

Value 60-69 yr 70-79 yr 80-89 yr p 
Male sex, n (%) 11 (84,6) 10 (76,9) 8 (66,7) 0,57 
Female sex, n (%) 2 (15,4) 3 (23,1) 4 (33,3)  
Average heart rate 75,23 ± 17,35 76,08 ± 14,04 80,0 ± 17,07 0,74 
Systolic BP 131,54 ± 

19,19 
114,62 ± 

19,41 
110,83 ± 

21,08 <0,05 

Diastolic BP 78,46 ± 15,19 68,08 ± 9,03 68,33 ± 10,29 0,06 
Mean BMI 22,53 ± 2,49 21,63 ± 2,55 20,15 ± 3,37 0,12 
BNP (pg/ml) 109,5 

(55,5 – 
163,5) 

493,3 
(87,0 – 
769,3) 

533,0 
(190,3 – 
975,2) 

<0,05 

ECG Anterior MI, n 
(%) 

5 (38,5) 5 (38,5) 7 (58,3) 

0,52 ECG Posterior MI, n 
(%) 

8 (61,5) 8 (61,5) 5 (41,7) 

EF > 40%, n (%) 12 (92,3) 11 (84,6) 5 (41,7) <0,01 EF ≤ 40%, n (%) 1 (7,7) 2 (15,4) 7 (58,3) 
 There are statistically significant difference (p <0.01) in the EF group> 40% 
versus the EF group ≤ 40% by age group. 

Table 3.4. Results of coronary angiography and percutaneous coronary intervention 
(PCI). 

Characteristics n (%) 
Coronary Angiography 37 (97,37) 
Culprit-Vessel PCI 36 (97,29) 
Primary PCI 18 (48,6) 
Selective PCI 19 (51,4) 
2-vessel disease 23 (62,2) 
LM disease 3 (8,1) 

 The rate of coronary angiography was 97.37% 
3.2. The sST2 concentration in the study and the association of sST2 with clinical 
and subclinical factors 
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Table 3.5.  Statistical values of ST2 concentration in the study 
Statistics values Results (ng/ml) 

Mean ± SD 47,75 ± 3,95 
Interquartile range (IQR) 

25% 20,46 
50% 36,05 
75% 65,65 

Minimum value 10,02 
Maximum value 196,98 

 The mean and standard deviation of ST2 were 47.75 ± 3.95 pg / ml 
Table 3.6. Relationship between sST2 concentration with clinical factors 

Characteristics 
of clinical 

factors 

sST2 ≤ 35 ng/ml 
n = 20 

sST2 > 35 ng/ml 
n = 18 

p 

Female sex , n 3 (15,0) 6 (33,3) 0,26 
Male sex , n 17 (85,0) 12 (66,7) 
Hypertension 12 (60,0) 16 (88,9) <0,05 
Smoking 
History 

10 (50,0) 8 (44,4) 0,73 

Hyperlipidemia 17 (85,0) 15 (83,3) 0,88 
Diabetes 
mellitus 

5 (25,0) 2 (11,1) 0,41 

Obesity 1 (0,05) 4 (22,22) 0,17 
Killip class ≥ II 1 (0,05) 8 (44,44) <0,05 
Fisher’s exact test 

 There are differences in sST2 subtype ≤ 35 ng / ml and sST2> 35 ng / ml in 
hypertension (<0.05) and Killip class ≥ II 
 

Table 3.7. Relationship between sST2 concentration with clinical factors 
Clinical factors sST2 ≤ 35 ng/ml 

n = 18 
sST2 > 35 ng/ml 

n = 20 
p 

Age - yr 70,67 ± 7,13 74,85 ± 8,71 <0,05 
BMI  21,23 ± 3,54 21,74 ± 3,39 0,59 
Duration of MI 33,89 ± 44,41 39,50 ± 41,25 0,07 
Heart Rate 74,94 ± 15,75 78,90 ± 16,20 0,45 
Systolic BP 129,17 ± 16,47 110,25 ± 21,67 <0,05 
Diastolic BP 78,06 ± 12,26 68,5 ± 10,89 <0,05 
TIMI risk score 6,78 ± 2,29 9,25 ± 2,77  <0,001 
T student’s exact test 

 There are differences in 2 sST2 groups follow age, systolic blood pressure, 
diastolic blood pressure (p <0.05), TIMI (p <0.001)  
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Table 3.8. Relationship between sST2 concentration and subclinical values 
Subclinical values sST2 ≤ 35 ng/ml 

n = 20 
sST2 > 35 ng/ml 

n = 18 
p 

Glucose (mg/dl) 118,78 ± 71,38 152,15 ± 74,69 0,45 
BUN (mg/dl) 13,21  

(10,50 - 16,25) 
20,51  

(12,50 – 23,75) 0,07 

Creatinin (mg/dl) 1,03 ± 0,23 1,12 ± 0,21 0,21 
CKMB (U/L) 92,21 ± 82,24 151,19 ± 82,69 <0,05 
Troponin I > 1 ng/ml 17 (94,44) 18 (90) 0,88 
BNP (pg/ml) 101,72  

(64,62 – 174,12) 
527,95  

(152,52 – 1021,92) < 0,001 

Ejection Fraction - EF (%) 51,72 ± 7,68 41,95 ± 8,75 <0,01 
 There are differences in 2 sST2 groups follow CKMB (p<0,05), BNP 
(p<0,001) , Ejection Fraction - EF (p<0,01). 

Table 3.9. Mortality and heart failure after 30 days. 
Outcome after 30 days n % 

Death 2 5,26 
Heart failure 10 26,32 

The mortality after 30 days was 5.26%, the rate of heart failure after 30 days was 
26.32% 
 

Table 3.10. Relationship between clinical outcomes and other factors. 
Other Factors 

n (%) 
Outcome (death or heart failure) P-value 

Y (n = 12) N (n = 26) 
Male sex 8 (66,7) 21 (80,8) 

0,42 Female sex 4 (33,3) 5 (19,2) 
Hypertension 10 (83,3) 18 (69,2) 0,45 
Smoking History 4 (33,3) 14 (53,8) 0,30 
Diabetes Mellitus 9 (75,0) 23 (88,5) 0,35 
Hyperlipidemia 1 (8,3) 4 (15,4) 0,55 
Obesity 2 (16,7) 5 (19,2) 0,85 
Killip class = I 5 (41,7) 25 (96,2) < 0,001 Killip class ≥ II 7 (58,3) 1 (3,8) 
Anterior MI 8 (66,7) 9 (34,6) 

0,08 Posterior MI 4 (33,3) 17 (65,4) 

1- vessel disease 10 (90,9) 13 (50,0) 
<0,05 

≥ 2 – vessel  disease 1 (9,1) 13 (50,0) 
 There are statistically significant difference between Killip I and Killip II in 
the control group (p <0.001), 1- vessel disease and ≥ 2 – vessel disease (p <0.05). 
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Table 3.11. Relationship between clinical outcomes and continuous variables 
Continuous variables  

Mean ± SD 
Outcome (death or heart failure) P-value 

Y (n = 12) N (n = 26) 
Age, yr 78,92 ± 6,5 70,08 ± 7,4 <0,001 
Duration of MI (hours) 55,5 ± 4,8 28,2 ± 3,5 <0,05 
TIMI risk score 9,7 ± 2,22 6,8 ± 2,25 <0,001 
Heart rate 80,92 ± 15,9 75,23 ± 15,8 0,31 
Systolic BP 107,5 ± 22,2 124,6 ± 19,0 <0,02 
Diastolic BP 64,17 ± 9,0 75,19 ± 12,5 <0,02 
BMI 20,62 ± 3,6 21,86 ± 3,5 0,29 
Glucose  134,5 ± 6,5 137,2 ± 7,9 0,92 
Creatinin 1,22 ± 0,19 1,01 ± 0,20 <0,01 
CKMB 137,2 ± 9,0 116,9 ± 8,6 0,51 
BNP (pg/ml) 898,91 ± 174,4 160,61 ± 136,2 < 0,001 
LV ejection fraction  <40% 36,4 ± 5,3 51,2 ± 6,3 < 0,001 

 There are statistically significant differences in adverse outcomes for serum 
creatinine (p <0.01), BNP (p <0.001), EF (p <0.001) 
Table 3.12. Relationship between sST2 concentration and cardiovascular adverse events. 

Cardiovascular adverse  
events 

sST2 < 35 
ng/ml 

(n = 20) 

sST2 ≥ 35 ng/ml 
(n = 18) 

p 

Death 0 (0) 2 (11,1) <0,01 
Heart failure 2 (10) 8 (44,4) <0,001 
Death or heart failure 2 (10) 10 (55,6) <0,001 

 There are statistically significant difference in sST2 <35 ng / ml and sST2 ≥ 35 
ng / ml for mortality (p <0.01), heart failure (p <0.001), mortality or heart failure (p 
<0.001) 
 

Table 3.13. Relationship between sST2 concentration and BNP with cardiovascular 
adverse events. 

Cardiovascular 
adverse  events 

sST2 ≤ 35 
ng/ml 

and BNP < 
500 pg/ml 

sST2 > 35 
ng/ml 

or BNP ≥ 500 
pg/ml 

sST2 >35 
ng/ml 

and BNP ≥ 
500 pg/ml 

p 
 

 

No  17 (1) 8 (61,5) 1 (12,5) < 0,001 Yes 0 (0) 5 (38,5) 7 (87,5) 
 There were statistically significant differences in 3 groups according to sST2 
and BNP (p <0.001) 
 
4. DISCUSSION 
The mean age of the study participants is higher than studies of Shimpo (mean age 58 ± 
1.1) [8] and Sabatine S. (mean age 58, 8 ± 9,9) [7]. This difference due to our study only 
targets on older adults (≥60 years), so the average age is higher. 
In our study, the proportion of male patients is 76.32% lower than that of the two authors. 



730 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

The proportion of male patients in the study of Shimpo M is 80.11% [8] and that of 
Sabatine S is 79.28% [7]. Our study has higher rates of hypertension, dyslipidemia, 
diabetes than two studies of two foreign authors. Possible cause is our study participants 
are elderly patients (≥ 60 years of age) should have a higher rate of cardiovascular risk 
factors. 
The mean sST2 concentration in our study is 47.75 ± 3.95 ng / ml, with the minimum 
value being 10.02 ng / ml and the maximum being 196.98 ng / ml. The Framingham study 
was conducted in 2012 among men and women in the general population, of which 462 
men had sST2 concentration limit 11-45 ng / ml, and 674 women had sST2 concentration 
limit 9-35 ng / ml. In the PRIDE study, the mean value of sST2 concentration in patients 
with acute decompensated heart failure was 42.7 ng / ml 
Two studies of acute ST elevation myocardial infarction showed predictors of events 
within 30 days based on sST2 levels, [1],[9]. Shimpo et al measured sST2 levels in 810 
patients with ST-elevation myocardial infarction, including 362 from TIMI-14 study and 
448 from ENTIRE-TIMI 23 study, sST2> 37 ng / mL predicted heart failure and mortality 
within 30 days of acute myocardial infarction [8]; Similar to our study, serum sST2 
concentrations> 35 ng / mL were predictive of mortality and progressive heart failure with 
p <0.001. In addition, when combining sST2 levels> 35 ng / ml with other factors such as 
hypertension, TIMI score, Killip classification, the prognostic value was higher in patients 
with ST elevation myocardial infarction. 
Study by J. Bartunek et al in 2008 was found that when combined with BNP or NT-
proBNP and sST2 levels, the value of both concentrations increased above the mean 
increased risk of events (heart failure or death) by 10 times [4], similar to the Granger 
studies [6], Dhillon [2], [3]. In our study, 7 patients had serum sST2> 35 ng / ml and 
BNP> 500 pg / ml, including 2 deaths and 5 cases of heart failure within 30 days, and 
difference based on the value of sST2 and BNP for cardiovascular events, statistically 
significant at p <0.0001. 
This study was a first step in investigating the level of sST2 on ST-segment elevation 
myocardial infarction patients, requiring larger samples size with longer follow-up time 
to conclude that the value of new biopsy on ST-segment elevation myocardial infarction 
patients with primary PCI. 
5. CONCLUSION 
 sST2 ≥ 35 ng / ml associated with heart failure or death with p <0.01. 
 Cardiovascular events in 3 groups in the order of sST2> 35 ng / ml and BNP> 
500 ng / ml, sST2> 35 ng / ml or BNP> 500 pg / ml, sST2 <35 ng / ml and BNP <500 pg 
/ ml  
6. RECOMMENDATIONS 
 Clinically, the combination of BNP and sST2 should be used to assess the risk 
of heart failure or cardiovascular death. 
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Abstract. The aim of the present study was to find out the optimal 
conditions including pH, salinity and added carbon for Streptomyces spp. 
LTB08 which previously showed strong antimicrobial activity to exert 
high antimicrobial activity. The effect of each parameter viz., incubation 
time, pH, sodium chloride concentration, and added carbon on 
antimicrobial activity was studied by varying single parameter of 
standard culture condition at a time. The result showed that antimicrobial 
activity reached the peak after 4 days of culture and remained relatively 
constant until day 7. Among testing pHs and salinities of culture medium, 
highest antimicrobial activity was obtained at pH 7.0 in comparison to 
pH 6 and 8 and at the salinity of 0.5% in comparison to 1 % and 2%. In 
contrast, when different carbon sources (glucose, fructose, sucrose, and 
starch) were supplemented to the culture medium (MHB), there was a 
marked decrease in the antimicrobial activity of Streptomyces spp. 
LTB08 which indicated that the production of antimicrobial compounds 
seemed to be more preferable in restricted media. These optimized 
parameters, 4 days of incubation at pH 7.0; 0.5% NaCl and no added 
sugar to MHB medium, can be useful to design a fermentation medium 
to achieve maximum yield of antimicrobial activity for Streptomyces in 
general and for isolate LTB08 in particular. 
Keywords: Antimicrobial activity, culture condition, Streptomyces. 

 
1 Introduction 
Streptomyces is the largest genus of Actinobacteria and belongs to the 

Streptomycetaceae family [1]. These bacteria are found distributed in a variety of 
ecological habitats such as soil, fresh water, marine water and plants. The Streptomyces 
is noticeably known as antibiotic producers with approximately 80% of the antibiotics 
were produced by Streptomyces spp. [2, 3]. The growth and production of antimicrobial 
compounds of Streptomyces are often affected by multiple environmental factors 
particularly temperature and culture medium [4]. Therefore, identifying an optimal 
culture condition for Streptomyces is very important to enhance the growth and 
production of antimicrobial compounds to serve for isolating, identifying and producing 
antimicrobial compounds from potential Streptomyces isolates. In our previous study, 
we have obtained a newly isolated Streptomyces strain, LTB08 closely related to 
Streptomyces griseorubens, with promising activity against Gram-positive bacteria [5]. 
However, this isolate LTB08 failed to show its strong antimicrobial activity in when 
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being culture in media such as tryptic soya broth and even ISPII broth [5]. Interestingly, 
when being cultured in Mueller-Hinton broth, its activity re-appeared and exerted high 
antimicrobial activities [5]. In this study, we aimed to optimize culture conditions 
including incubation time, pH, salinity and added carbon for promoting the 
antimicrobial activity of this isolate. 

 
2 Materials and Methods 
2.1 Bacterial culture 
Streptomyces spp. LTB08 was cultured in Actinomycetes Isolation Agar (AIA, 

HiMedia, India). Single colony was cultured in Mueller Hinton broth (MHB, Titan 
Biotech, India) overnight at 25oC and 120 rpm. 200 µL of overnight culture was 
inoculated into 50 mL MHB and cultured at 25oC and 120 rpm. Different culture 
conditions were applied to assess their effect on bacterial growth and antimicrobial 
activity. At first, Streptomyces spp. LTB08 was incubated at different durations 2, 3, 4, 
5, 6 and 7 days. Secondly, Streptomyces spp. LTB08 was incubated for optimal duration 
in MHB at different pHs viz. 6.0; 7.0 and 8.0 adjusted using HCl 0.1N and NaOH 0.1N. 
Next, Streptomyces spp. LTB08 was incubated for optimal duration in MHB at optimal 
pH with varying concentrations of NaCl viz. 0.5%, 1%, 2%. A culture without NaCl 
added was kept as control. Finally, in the optimized conditions, different carbon sources 
including Glucose, Fructose, Starch, Sucrose (15 g/L) were added into the culture. A 
culture with no supplement carbon was used as control. After incubation, bacterial 
cultures were centrifuged to collect supernatant for assessing antimicrobial activity. 

2.2 Evaluation of antimicrobial activity 
Antimicrobial activity was evaluated using agar well diffusion method. Testing 

bacteria Staphylococcus aureus ATCC 29213 (S. aureus) and Pseudomonas aeruginosa 
ATCC 9027 (P. aeruginosa) were suspended in sterile MHB and adjusted to around 
106 CFU/ mL. 200 µL of testing bacterial suspensions was spread evenly over Mueller 
Hinton agar plate using sterile cotton swabs. Subsequently, 5-mm wells in agar were 
made using a sterile tip and 200 μL of cell- free supernatant from Streptomyces 
suspension were added to each well. Plates were then incubated overnight at 30oC and 
diameter of inhibition zone surrounding each well was measured in millimeters. 

2.3 Statistical analysis 
All experiment was performed in duplicate with two independent replicates for each 

treatments and controls.  The results are presented as mean± standard deviation and 
one-way ANOVA was performed to compare sample means with p value set at 0.05. 

 
3 Results and Discussion 
The ability of Streptomyces to produce antimicrobial compounds was not consistent; 

and was remarkably affected by culture conditions. Besides, this inhibition activity was 
observed with S. aureus, Gram-positive bacteria (thus, shown) but not with P. 
aeruginosa, Gram- negative bacteria (thus, not shown). 

3.1 Effect of incubation time 
Data showed that the production of antimicrobial compounds increased with the time 

of incubation. At second day of culture, no antimicrobial activity was observed. This 
activity was observed at 3rd day and reached peak at 4th day and kept stable to 6th day 
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(Fig. 1). The data were significantly different among tested values. Our data strongly 
suggested that incubation time is crucial for the production and collection of bioactive 
agents and implicated that this duration can be greatly varied among Streptomyces 
species. For example, previous data showed that Streptomyces KEH23 produced high 
antimicrobial metabolites at 96 hours of incubation [6] while for Streptomyces spp. 
RUPA-08PR, the maximum production of antimicrobial metabolites was obtained after 
10 days of incubation [7].  

3.2  Effect of pH 
The isolate had different antimicrobial activities against the test bacteria grown on 

medium with varied pH values (Figure 2). The antimicrobial activity of isolate LTB08 
against S. aureus was highest in MHB with pH 7.0, while the lowest activity was 
exhibited in MHB with pH 6.0. The data were significantly different among tested 
values. Therefore, pH 7.0 was selected for the followed experiment. Our data was 
consistent with other previous data showing that pH plays an important role in the 
production of bioactive compounds by Actinomycetes including Streptomyces. The 
optimum pH for the greater growth and metabolite production in Actinomycetes is 
highly varied and usually ranges from 6.0 to 8.0 [8]. For Streptomyces violates 22, 
optimum production of bioactive agents was also observed at pH 7.0 [9]. For 
Streptomyces plicatus, maximum yield of antimicrobial agents was obtained at pH 7.6 
[10]. For Streptomyces sp. RUPA-08PR, it has been found that optimum production of 
bioactive agents at pH 8.0 by [7].  These data suggested that the production of 
antimicrobial compounds was greatly affected by pH and the optimal value was also 
varied for each isolate. 

3.3 Effect of sodium chloride  
Effect of NaCl concentration viz., 0.5 %, 1.0 %, 2.0 % antimicrobial activities of the 

strain Streptomyces LTB08 was presented in figure 3. The highest antimicrobial activity 
was found in MHB with 0.5% NaCl and the lowest activity was found in MHB with 
2.0 % NaCl. The data were significantly different among tested values (figure 3). Our 
obtained data was also in agreement with previous ones, which showed that salt is a 
crucial factor for the production of antibiotics in microorganisms [11-12] even though 
its effects vary from one strain to another for example, 1.0 % NaCl was optimal for 
maximum production of antimicrobial metabolites by Streptomyces spp. RUPA-08PR 
[7] while 3.0 % NaCl was optimal for S. sannanensis strain RJT-1 [12]. 

3.4 Effect of supplemented carbon  
Antimicrobial activity of Streptomyces spp. LTB08 was varied when being grown in 

MHB supplemented with different carbon sources. The influence of supplemented 
carbon on the antimicrobial activity of the isolate was shown in Figure 4. Marked high 
inhibitory activity was observed in case of supernatant obtained from culture grown in 
MHB without supplemented carbon. MHB with added sucrose, starch, fructose and 
glucose showed much less antimicrobial activity or even no inhibitory activity against 
S. aureus. The data were significantly different among tested values. Overall, even 
though carbon is required for cellular metabolism, it is not necessary to supplement 
carbons in the culture medium. However, so far previous data on the effect of 
supplemented carbon are varied. Glucose was found to positively influence the 
production of antibiotics in Streptomyces psammoticus BT-408, S. sannanensis strain 
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RJT-1 and Streptomyces spp. RUPA-08PR [13, 14; 12; 7]. Similarly, S. plicatus, 
Streptomyces species and Streptomyces sp. MS-266 Dm4 preferred starch as the best 
carbon source for production of bioactive metabolites [10; 15; 16]. However, starch was 
found to be poor carbon source for S. kanamyceticus M27 [17].  

 
4 Conclusion 
Culture media has been known to profoundly influence the antimicrobial activity in 

Streptomyces spp.. Since some antimicrobial synthesis pathways could be repressed due 
to the presence of glucose, inorganic nitrogen sources or inorganic phosphate [18], 
medium composition should be carefully adjusted for obtaining antimicrobial 
compounds from Streptomyces liquid culture. In this study, we applied MHB which is 
not only the medium of choice for susceptibility testing [19] but also an optimal one for 
our LTB08 isolate [5] to study its antimicrobial activity. Our obtained data showed that 
in MHB, Streptomyces spp. LTB08 yielded high antimicrobial activity at pH 7.0, 0.5% 
NaCl, 4 days of incubation and without supplemented carbon in culture medium. 
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Abstract. Somatic cell nuclear transfer (SCNT) technology has become a useful 
tool for animal cloning, gene manipulation and research into genomic 
reprogramming. Although the efficiency of animal cloning is still low in most 
cases and the mechanism of reprogramming in cloned embryos is still largely 
unclear. SCNT technology is a unique method that can induce dynamic and global 
modifications to the epigenome without using any genetic modification. On the 
other hand, we have succeeded in establishing embryonic stem (ES) cell lines from 
cloned blastocysts. This valuable technique can help for the preserving of genetic 
resources from infertile or senescent mice or even from frozen carcasses. Recently 
we also succeeded to generate cloned mice from urine-cells, which suggest the 
possibility to rescue the endangered species without any damage to the bodies. We 
are now trying to generate cloned mice from dried skin cell nuclei derived from 
preserved fur for more than one year at room temperature.  
Keywords: SCNT, extinct species, endangered species, embryo development. 

1 Introduction  

Since 1997, when cloning of Dolly the sheep was first reported [1], many mammalian 
species have been successfully cloned using somatic cell nuclear transfer (SCNT). 
However, due to the low success rate of cloning, this technique has not yet been applied 
to industries or agricultural practices, and efforts have been made in many laboratories to 
develop a simpler method with higher efficiency. Previously, we developed a new nuclear 
transfer method in which the nuclei were directly injected into oocytes rather than via cell 
fusion. In this method, we used a piezo impact drive unit (hereafter termed “piezo unit”) 
for nuclear injection [2]. It can aid in bypassing several steps of the original cell fusion 
procedure. Initially, other laboratories found it difficult to reproduce this technique 
without extensive training. However, once the piezo unit is set up properly, it will greatly 
assist for many field. In the animal cloning field, the most important contribution of this 
techniques is, it can be used for SCNT, regardless of the condition of donor cells. For 
example, healthy cloned mice could be generated even from frozen mouse cadavers stored 
at −20°C for more than 16 years [3]. In that study, no live cells were present, and the cell 
membrane was broken; therefore, naked nuclei were directly injected into oocytes, which 



738 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

would not have been possible using the cell fusion method. In this study, we attempted to 
generate cloned embryos from nucleus derived from dried skin of fur, and examined those 
developmental potential.   

2 Materials and Methods 

2.1 Animals.  

Skin were collected from B6-GFPTg male and female mice aged 8–10 weeks. Oocytes 
were collected from B6D2F1 female mice aged 8–10 weeks. B6D2F1 mice were 
purchased from Shizuoka Laboratory Animal Center (Hamamatsu, Japan). The B6-
GFPTg strain mice were bred in our mouse facility. All animal experiments conformed to 
the Guide for the Care and Use of Laboratory Animals and were approved by the 
Institutional Committee of Laboratory Animal Experimentation of the University of 
Yamanashi. 
2.2 Collection of oocytes.  

Mature oocytes were collected from the oviducts BDF1 female mice that had been 
induced to superovulate with 5 IU PMSG followed by 5 IU hCG 48 h later. Cumulus–
oocyte complexes (COCs) were collected from the oviducts about 16 h after hCG 
injection. After collection, COCs were placed in HEPES-buffered CZB medium (H-
CZB)[4] and treated with 0.1% bovine testicular hyaluronidase. After several minutes, the 
cumulus-free oocytes were washed twice and then moved to a droplet of CZB medium 
for culture. 
2.3 Collection of skin-derived nucleus.  

The skin of B6129F1-GFPTg mice were collected immediately after cervical dislocation. 
Those skin were preserved more than one year in desiccator at room temperature. At the 
day of experiment, a piece (about 2mm x 2mm) of skin were cut down, then hair of skin 
surface were removed mechanically, and chopped it completely by scissors under nuclear 
isolation medium (NIM). Those small piece were place into 1.5ml tube with 200 ul of 
NIM, and homogenized gently by pestle grip for a few minutes. For nuclear transfer, skin-
derived nuclei were collected using a micromanipulator, placed individually and carefully 
into new NIM medium, and kept until use. 
2.4 Nuclear transfer.  

The NT procedure was performed as described [2, 5]. The MII chromosome–spindle 
complex was aspirated into the pipette with a minimum volume of ooplasm. After 
enucleation of all oocytes in one group, they were transferred into CZB. For nuclear 
injection, skin-derived nuclei and control cumulus cells were gently aspirated into the 
injection pipette, then each nucleus was injected immediately into an enucleated oocyte 
or intact MII oocytes. The reconstructed oocytes were kept in an incubator until activation. 
2.5 Activation and cloned embryo culture.  

The reconstructed oocytes were activated in 10 mM SrCl2 in Ca2+-free CZB medium in 
the presence of 50 nM trichostatin A (TSA) supplemented with 5 M latrunculin A (Lat 



739 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

A) for 9 h [6, 7]. Formation on pseudopronuclei was examined, and the oocytes were 
cultured in CZB until for up to 120h. 
2.6 Statistical analysis.  

Offspring development rates were evaluated using chi-squared tests. P < 0.01 was 
considered significant. 

3 Results 

3.1 Collection of skin-derived nucleus.  

The mouse skin preserved in desiccator (Fig. 1a) became harder after one year at room 
temperature. However after homogenization of the dry skin in NIM, we could collect lot 
of nucleus, which were confirmed by Hoechst or PI staining (Fig. 1b, c).    

 
3.2 Nuclear transfer and GFP expression.  

Those naked skin-derived nuclei could be inject into enucleated/intact oocyte (Fig. 2a-d). 
When reconstructed oocytes were activated, most of them formed pseudo-pronucleus 
(Fig. 2e, f). Although none of enucleated oocyte developed to 2-cell, some of them 
expressed GFP at day 4 (Fig. 2g, h).  
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4 Discussion 

In this study, we could collect nuclei from dried skin of donor mice even 
preserved at room temperature for more than one years. Those nuclei showed 
relatively normal compare to fresh skin nucleus isolated as same method. 
Interestingly, most of reconstructed oocytes formed normal pseudo-pronucleus, 
which is similar to control cumulus cell clone. Although, none of them 
developed to the two-cell stage, when those clones zygote were cultured for 4 
days, some of them expressed GFP. This is strongly demonstrated that at least 
one gene (GFP gene) of dry skin nucleus could be expressed after nuclear 
transfer in to oocytes. This is suggest that resurrection of genes (not whole body 
of extinct species) is possible by this method. 
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Abstract. We investigated the effects of cytoplasmic transfer into enucleated 
oocytes on the developmental competence and quality of cloned preimplantation 
bovine embryos. The cytoplasm injection cloning technology (CICT), a new 
technique, via which the cytoplasmic volume of an enucleated oocyte could be 
restored by injecting ~30% of the cytoplasm of a donor oocyte. The percentages 
of embryos that underwent cleavage and formed a blastocyst were significantly 
higher (P < 0.05) in the CICT group than in the SCNT group (61.5 ±  1.3% vs. 
39.7 ± 2.1% and 28.9 ± 0.8% vs. 20.2 ± 1.3%, respectively). Moreover, CICT 
increased mitochondrial activity, as detected using MitoTracker® Green. The 
mRNA levels of DNA methyltransferase 1 and DNA methyltransferase 3a were 
significantly lower (P < 0.05) in the CICT group than in the SCNT group. The 
mRNA level of DNA methyltransferase 3b was lower in the CICT group than in 
the SCNT group; however, this difference was not significant (P > 0.05). Taken 
together, these data suggest that CICT improves the in vitro developmental 
competence and quality of cloned bovine embryos.  
Key words: cytoplasm injection cloning technology; somatic cell nuclear transfer; 
bovine; embryo quality; reprogramming efficiency 

1 Introduction 
Although reprogramming of somatic donor cells is largely complete and SCNT with these 
cells can give rise to healthy cloned animals, much evidence suggests that insufficient or 
aberrant reprogramming at random loci in the somatic genome can contribute to the 
abnormal expression of genes crucial for development and cause abnormalities in cloned 
animals [7]. Efforts have been made to improve somatic cell nuclear reprogramming by 
reducing methylation levels in the somatic genome [2] and increasing chromosome 
accessibility by suppressing histone deacetylase activity [5]. The developmental 
competence of cloned embryos inversely correlates with the level of misregulation of 
these genes. In addition to the epigenetic state of donor cells, the quality of recipient 
oocytes may also influence the reprogramming efficiency [8]. To improve the efficiency 
of bovine cloning, high-quality embryos must be produced. Some studies suggested that 
embryo aggregation is a promising means to improve both the blastocyst development 
rate and the quality of cloned bovine embryos [4]. Aggregated cloned bovine embryos 
have a higher total cell number than single, non-aggregated cloned embryos, although 
their development rate is not improved. Cytoplasmic donation is a recently developed 
technique to increase the quality of recipient oocytes by injecting a fraction of cytoplasm 

mailto:kong7900@gmail.com
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from a donor oocyte prior to fertilization [1]. In the present study, we injected around 30% 
of the cytoplasm of a donor oocyte into an enucleated recipient oocyte to restore its 
cytoplasmic volume and investigated the beneficial effects on the development of cloned 
bovine embryos in vitro. 
 

2 Materials and Methods 

2.1 Nuclear transfer  

After 22–24 h of culture in IVM medium, cumulus cells were stripped from COCs by 
repeated pipetting in 0.1% (v/v) bovine testicular hyaluronidase prepared in TL-HEPES. 
Denuded oocytes with a first polar body were selected for enucleation, which was 
conducted as previously described. In brief, enucleation was achieved by aspirating the 
first polar body and a small amount of the surrounding cytoplasm in a droplet of TCM-
199 media supplemented with 7.5 µg/ml cytochalasin B (CB) and 0.3% BSA. Around 
30% of total enucleated oocytes were used as a source of cytoplasm. The remaining 
oocytes were used as enucleated recipients. Donor somatic cells were immersed in Sendai 
virus (SV; Cosmo Bio, Tokyo, Japan) solution for 1 min as described previously [6]. In 
brief, freeze-dried inactivated SV envelope was combined with 260 µl suspension buffer 
then diluted 1:4 (v/v) with fusion buffer. Thereafter, a single round donor somatic cell (< 
20 µm) was injected into the perivitelline space of each enucleated oocyte using a 
manipulation pipette (SCNT group). Alternatively, around 30% of cytoplasm from a 
donor oocyte was co-injected with the somatic cell to restore the cytoplasmic volume of 
the enucleated recipient oocyte (CICT group, Fig. 1). The reconstructed oocytes were 
fused via the SV-mediated fusion method and then incubated in modified synthetic 
oviduct fluid-bovine embryo 1 (SOF-BE1) medium supplemented with 5 µg/mL CB for 
2 h. Successfully reconstructed oocytes were activated by incubation in 5 µM ionomycin 
for 5 min, followed by incubation in 2 mM 6-dimethylaminopurine for 4 h in a humidified 
atmosphere of air containing 5% CO2 at 38.5°C. 

 

Fig. 1. Schematic diagram of CICT. A) Skin cells were collected from a donor cow and 
cultured in vitro. B) Matured oocytes were enucleated. C) The donor cell and oocyte 
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cytoplasm (green) were injected into the enucleated recipient oocyte (orange). D) The 
reconstructed oocytes were fused, and presumed cloned embryos were allowed to develop 
to the blastocyst stage in vitro. 
 

2.2 Assessment of mitochondrial activity 

Mitochondrial activity was analyzed using a commercial kit (MitoTracker® Green FM; 
Invitrogen) according to the manufacturer’s instructions. In brief, fixed Day 8 blastocysts 
were washed three times with D-PBS and incubated in 125 nM MitoTracker® Green FM 
at 37°C for 30 min [3]. Then, blastocysts were rinsed twice with D-PBS and labeled with 
Hoechst 33342 in the dark at room temperature for 10 min. After staining, blastocysts 
were placed on a glass slide and examined under a confocal laser-scanning Olympus 
Fluoview FV1000 microscope. The excitation wavelength was 594 nm, and emission was 
read at 608 nm. Mitochondrial fluorescence was quantified using ImageJ (NIH, MD, 
USA) after normalization via subtracting the background intensity from each image. 
Experiments were repeated three times, with 20 blastocysts examined per group. 
 

2.3 RT-qPCR analysis 

Gene-specific primers were designed using Primer3Plus software 
(http://primer3plus.com/cgi-bin/dev/primer3plus.cgi). RT-qPCR analysis was performed 
using a CFX98 real-time system (Bio-Rad Laboratories, Inc.) with a reaction volume of 
10 µL containing 0.2 mM of each bovine-specific primer, 1× iQ SYBR Green Supermix 
(iQ SYBR Green Supermix kit, Bio-Rad Laboratories, Inc.), and 3 µL of diluted cDNA. 
All cDNA samples were subjected to analysis using glyceraldehyde-3-phosphate 
dehydrogenase (GAPDH)-specific primers to detect any variation in expression of this 
internal control gene. After confirming that relative GAPDH expression did not 
significantly differ among the samples, all transcripts were quantified in independent 
analyses. PCR involved a denaturation step (95°C for 3 min) followed by 44 cycles of 
95°C for 15 s, 57°C for 20 s, and 72°C for 30 s, and a final extension at 72°C for 5 min. 
Amplification was followed by melting curve analysis using progressive denaturation, in 
which the temperature was increased from 65°C to 95°C at a rate of 0.2°C per second, 
during which fluorescence was measured continuously. Quantitative analysis was 
performed using the ΔΔC(t) method. For all genes profiled, the intra- and inter-assay 
coefficients of variation were calculated using the following formula: standard deviation 
/ mean × 100. 
 

2.4 Statistical analysis 

Data were expressed as means ± standard error of the mean (SEM) and analyzed by a 
one-way ANOVA using SPSS 18.0 (SPSS Inc., Chicago, IL, USA). Duncan’s multiple 
range test was used to compare the groups. P < 0.05 was considered significant.  
 

http://primer3plus.com/cgi-bin/dev/primer3plus.cgi
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3 Results 

3.1 Development of cloned preimplantation bovine embryos 

We examined the effects of cytoplasmic transfer on cleavage of cloned preimplantation 
bovine embryos at day 2 and their blastocyst developmental competence at day 8. The 
fusion rate was significantly higher (P < 0.05) in the CICT group than in the SCNT group 
(82.0 ± 0.3% vs. 68.3 ± 1.5%; Table 2). Moreover, the percentage of embryos that 
underwent cleavage (8-16 cell) in the CICT group was significantly higher (P < 0.05) than 
that in the SCNT group (61.5 ± 1.3% vs. 39.7 ± 2.1%), but lower than that in the IVF 
group (75.4 ± 1.3%) (Table 2). The percentage of embryos that developed to the blastocyst 
stage was significantly higher (P < 0.05) in the CICT group than in the SCNT group (28.9 
± 0.8% vs. 20.2 ± 1.3%); however, there was no significant difference (P > 0.05) between 
the CICT and IVF groups (28.9 ± 0.8% vs. 31.2 ± 1.2%) (Table 2).  
Table 2. In vitro development of embryos cloned using different methods (mean ± SEM) 

The study was completed in eight replicates. *Fusion rates were calculated based on the 
number of injected oocytes. **Cleavage rates were calculated based on the number of 
fused embryos. ***Blastocyst development rates were calculated based on the number of 
fused embryos for SCNT, CICT and based on the number of presumed zygote for IVF. 

a-c Values with different superscripts in the same column are significantly different (P < 
0.05). 
 

3.2 Mitochondrial activity 

We examined the effect of cytoplasmic transfer on the mitochondrial fluorescence 
intensity using MitoTracker® Green FM. The fluorescence intensity of mitochondrial 
staining was significantly higher (P < 0.05) in the CICT group than in the SCNT group 
(22.3 ± 6.5 vs. 15.2 ± 3.8 arbitrary units); however, it did not significantly differ (P > 0.05) 
between the CICT and IVF groups (22.3 ± 6.5 vs. 20.5 ± 7.7 arbitrary units) (Fig. 2) 

Group 
No. of 
cultured 
zygotes 

No. of 
cloned 
oocytes 

No. (%) of 
fused 
embryos* 

No. (%) ≥ 2
-4 cell 
embryos** 

No. (%) ≥ 
8-16 cell 
embryos** 

No. (%) of 
blastocysts*** 

IVF 258 - - 219 (85.0 ± 
1.4)a 

194 (75.4 ± 
1.3)a 

80 (31.2 ± 
1.2)a 

SCNT - 558 381 (68.3 ± 
1.5)a 

303 (79.5 ± 
1.4)a 

148 (39.7 ± 
2.1)b 

74 (20.2 ± 
1.3)b 

CICT - 296 243 (82.0 ± 
0.3)b 

200 (82.0 ± 
1.7)a 

149 (61.5 ± 
1.3)c 

70 (28.9 ± 
0.8)a 
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Fig. 2. Fluorescence intensity of mitochondrial staining in Day 8 blastocysts. (A) 
MitoTracker® Green FM was used to label mitochondria (green). Nuclei were labeled 
with Hoechst 33342 (blue). Scale bar = 100 µm. (B) Fluorescence intensity of 
mitochondrial staining per blastocyst. Columns with different superscripts are 
significantly different (P < 0.05). Fluorescence intensities are expressed as A.U. ± SEM.  
 

3.3 RT-qPCR analysis 

RT-qPCR was performed to quantify the mRNA expression levels of DNA 
methyltransferase 1 (DNMT1), DNA methyltransferase 3a (DNMT3a), and DNA 
methyltransferase 3b (DNMT3b). The expression levels of these genes were normalized 
to that of the housekeeping gene GAPDH. The mRNA levels of DNMT1 and DNMT3a 
were significantly lower (P < 0.05) in the CICT group than in the SCNT group; however, 
they did not significantly differ between the CICT and IVF groups (Fig. 3). Moreover, the 
mRNA level of DNMT3b was not significantly differ among the three groups. 

 

Fig. 3. Relative mRNA expression levels of DNMT genes in blastocysts determined by 
RT-qPCR. Relative mRNA expression levels of DNMT1 (A), DNMT3a (B), and 
DNMT3b (C) in blastocysts from the IVF, SCNT, and CICT groups. Columns with 
different superscripts are significantly different (P < 0.05).  
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4 Discussion 
In this study, we investigated the effects of cytoplasmic transfer into enucleated oocytes 
on the developmental competence and quality of cloned preimplantation bovine embryos. 
We sought to improve the quality of cloned embryos using a new technique called CICT, 
which restored the cytoplasmic volume of an enucleated recipient oocyte by injecting 
around 30% of the cytoplasm of a donor oocyte. Embryo quality was evaluated by 
assessing the total cell number, mitochondrial activity, and gene expression. Cleavage (8-
16 cell) and blastocyst formation rates were significantly higher in the CICT group than 
in the SCNT group, suggesting that restoration of the cytoplasmic volume in enucleated 
recipient oocytes enhanced the developmental competence and quality of cloned bovine 
embryos. In conclusion, our results show that restoration of the cytoplasmic volume in 
enucleated recipient oocytes via CICT enhances the developmental competence and 
quality of cloned bovine embryos. This study might help researchers to mitigate the 
adverse effects associated with enucleation, such as a reduced cytoplasmic volume, and 
thereby improve the reprogramming efficiency of cloned bovine embryos. 
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Abstract.  Recently, round spermatid injection (ROSI) technique has been 
receiving increased attention since of its availability for assisted reproduction 
technology (ART). However, the offspring rate of the ROSI-derived zygotes is 
still low and the causes of this were not revealed. To elucidate the causes of the 
lower offspring rate of ROSI-zygotes, we planed to analyze the chromatin 
structure in ROSI-zygotes. It is known that in the fertilized zygotes with matured 
sperm (IVF, ICSI), several kinds of epigenetic factors show parental asymmetric 
pattern. In contrast to this, interestingly, a previous report found that some 
epigenetic factors showed disrupted parental asymmetric pattern in ROSI-
zygotes. Recently, we established zygotic fluorescence recovery after 
photobleaching (zFRAP) with using eGFP tagged histone H2B (eGFP-H2B). 
zFRAP can reveal chromatin looseness in the zygotes. In IVF zygotes, the 
paternal chromatin is higher loosened than female one. Thus, chromatin 
looseness is also parental asymmetric in IVF zygotes. Currently, in order to apply 
this analytical method to ROSI-zygotes, we are trying to establish ROSI zFRAP 
experimental system. 
Keywords: ROSI, chromatin structure, zFRAP 

1 Introduction 

 After fertilization, protamine in sperm derived chromatin is 
rapidly replaced with maternally provided histone proteins. As a result, the 
chromatin structure comprises histone protein is established in male pronuclei. 
It is known that the chromatin structure is not equal between male and female 
pronuclei although both are in the same zygotic cytoplasm. For example, several 
heterochromatic histone methylation is observed in female pronuclei but not in 
male pronuclei [1]. In a previous study, it was revealed that some epigenetic 
modification showed the disrupted parental asymmetric pattern in ROSI-
zygotes[2]. 

 FRAP is a method enable to analyze the mobility of the protein in intercellular 
environment. FRAP with using a fluorescent protein tagged histone proteins is used to 
analyze chromatin looseness. Recently, we applied this method to the zygotes 
(zFRAP)[3]. Our results indicated that paternal chromatin is the more loosened than 
female one. Here, we hypothesized that ROSI-zygotes harbor the abnormality in parental 
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asymmetric chromatin looseness. In order to investigate this, we are trying to establish 
zFRAP experiment that is suitable for ROSI-zygotes. 

2 Materials and Methods 

2.1 In vitro fertilization 

Cumulus cells and oocytes complex (COC) were obtained from super-ovulated BDF1 
female mice by injection of 7.5 IU equine chrionic gonadtropin (eCG) and human 
chorionic gonadtropin at 46-50 h intervals. Sperm was obtained from matured ICR male 
mice. For capacitation, sperm was cultured in HTF medium for 1 h. Capacitated sperm 
were inseminated with freshly obtained COC. One hour later, the zygotes with second 
polar body were collected and then subjected to mRNA injection for zFRAP anaylsis 
(Fig. 1A). 

2.2 Round spermatid injection into oocytes (ROSI) 

Obtained COC were treated by hyaluronidase for 10 min then denuded oocytes were 
collected. The MII oocytes were subjected to mRNA injection. For ROSI, nuclei of 
round spermatid were collected with a narrow pipette whose diameter was 7-8 µm in 
PVP-added CZB-HEPESS. Zona pellucida and cytosolic membrane were disrupted 
with using a piezo drive and then the nuclei were injected. In some experiments, mRNA 
encoding eGFP-H2B was diluted with PVP-added CZB-HEPESS. Isolation of nuclei 
from round spermatid is performed in this solution. Then nuclei and mRNA were 
injected in to the cytoplasm at the same time. After round sperm injection, the injected 
oocytes were activated by culturing in Ca2+-free CZB medium containing 5 mM SrCl2 

for 1-2 h. 
 

2.3 Zygotic Fluorescence Recovery After Photobleaching (zFRAP) 

mRNA-encoding eGFP-H2B (250 ng/µl) prepared by in vitro transcription were 
injected into cytoplasm of the IVF-zygotes with using a piezo drive. Eight hours after 
fertilization, the zygotes were collected and then subjected to zFRAP analysis. zFRAP 
analysis was performed completely same as shown previously[4].  

3 Results 

3.1 Representative images of zFRAP analysis with IVF zygotes 

Eight hours after insemination, eGFP-H2B protein expression was observed in IVF-
zygotes. During zFRAP analysis, in prior to bleaching, eGFP fluorescence was 
observed, then, soon after bleaching, the fluorescence signal drastically decreased and 
then the signal gradually recovered (Fig. 1B). 
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Fig. 1 mRNA injection to IVF-zygotes (A). 

Representative images of zFRAP analysis. Red 
rectangle indicates Bleached area (B). 

 
 
 

 
 

3.2 eGFP-H2B expression in ROSI-derived zygotes 

To perform zFRAP analysis in ROSI-zygotes, eGFP-H2B expression is needed. We 
adopted MII oocytes mRNA injection for ROSI-zygotes to avoid the demise of the 
zygotes caused by mRNA injection. To examine whether the sufficient expression level 
of eGFP-H2B is obtained, we observed PN stage zygotes. MII oocytes that had been 
injected with mRNA were subjected to IVF or round spermatid injection. Both of IVF- 
and ROSI-zygotes showed sufficient eGFP-H2B expression (Fig. 2). 

 
Fig. 2 eGFP-H2B expression in IVF- and ROSI-

zygotes 
 
 
 
 
 
 
 

3.3 Co-injection of round spermatid and mRNA into oocytes 

To improve the productivity of eGFP-H2B expressing ROSI-zygotes, we examined 
whether it is possible that round spermatid and mRNA solution were injected to MII 
oocytes at the same time. A sufficient expression level of eGFP-H2B for FRAP analysis 
could obtained in male pronuclei (Fig. 3).  

 
 
Fig. 3 Round spermatid injection with mRNA 

solution  
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4 Discussion 

Here we found that MII oocytes mRNA injection can also be used for zFRAP. This 
procedure enables to reduce the demise caused by mRNA injection into the zygotes, 
which were prepared by round spermatid injection. Alternatively, our results showed 
that round spermatid and mRNA encoding eGFP-H2B could be injected at the same 
time. These results indicate that it is possible to produce eGFP-H2B expressing ROSI-
zygotes efficiently. With using this experimental condition, now it is possible to analyze 
whether ROSI-zygotes could acquire parental asymmetric chromatin looseness. 
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Abstract. Recently, “neo-oogenesis” has received renewed attention since it was 
shown that adult mammal has a renewable source of eggs. Here, using adult pig 
ovary, we isolate, identify, characterize of female germline stem cells (FGSC), 
then examined the proliferation, growth and differentiation of them. We 
successfully established pig FGSC by co-culture of FGSC with ovarian cells and 
some supplements factors. Once FGSC were established, they could be expanded 
in vitro for months without loss of the identifying markers and proliferative 
potential. Under appropriate conditions, the FGSC differentiated into primordial 
oocyte-like cells and grow close to full-sized oocytes. Therefore, our finding can 
contribute to the prospect of using human FGSC to produce developmentally 
competent oocytes in vitro and support ovarian function for clinical potential. 
Keywords: female germline stem cell, differentiation, oocyte-like cells. 

1 Introduction 

Female germline stem cells (FGSCs) were shown to be capable of producing oocytes, 
and the fertilized oocytes were in turn capable of generating offspring in mice [1]. We 
have established FGSC in pig (pFGSC) and demonstrated that this pFGSC derived from 
Primordial Germ Cell (PGC) has been retained and become inactivated by factors in 
ovarian prohibited [2]. Actually, this PGC cells were thought only existed in fetal period 
and all of them will turn into oocytes before the individual is born. This new discovery 
has opened our new direction in research on human FGSC (hFGSC). Applicability of 
FGSC is huge in the basic science of stem cell model for studying the development and 
maturation of oocytes, especially applications in treating human disease, besides, FGSC 
is also very important in the creation of transgenic animals. Zhang et al established 
FGSC in mouse and transplanted different genes into them. Then these FGSC were 
transferred into mouse ovaries of infertile female. The result was to create transgenic 
mice after coordination with normal male mice [3]. Scientists have suggested that the 
ability to produce transgenic animals in this method would be a great tool for biological 
reproduction in the future. The benefits of this technology are significant in the areas 
such as animal cloning in agriculture, creation of domestic animals with a high 
commercial value, and biotechnology-based pharmaceuticals for such transgenic 
animals the production animal medicine, precious protein for clinical treatment. 
Recently, scientists have proven that FGSCs is a useful tool for genetic manipulation 
of animals by creating transgenic rats [4]. 

It is known well that the pig has a long-standing use as a valid model in many 
branches of medicine because of its morphological and functional similarities to human 
systems. The application of transgenic pigs to research on gene function and the 
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regulation of human diseases are sought widely and could become a source of organs 
or cells that would not be rejected by human patients. However, success in producing 
transgenic pigs is still inefficient. Therefore, the establishment of FGSCs in pig and 
research on differentiation oocyte-like cells (OLCs).is very important for these 
applications.  

2 Material And Method 

2.1 Isolation and purification of FGSCs 

Ovaries were collected from prepubertal gilts at a local slaughterhouse. Cortical 
slices (0.1–0.5 mm thick) were cut from the ovarian surface using a surgical blade, and 
dissociated by mincing, followed by a two-step enzymatic digestion involving 15 min 
incubation with 1 mg/ml collagenase dissolved in Hank’s balanced salt solution (HBSS) 
and 10 min with 0.25% trypsin-EDTA at 38.5 °C. Trypsin was neutralized by adding 
10% fetal bovine serum (FBS), and they were dispersed into single cells by gentle 
pipetting. The dispersed cells were passed through a 40 µm filter and the dissociated 
cells were allocated to 60 mm gelatin-coated tissue culture dishes and incubated 
overnight. The cells were maintained at 38.5 °C in an atmosphere of 5% CO2 in air. 
After selection, 1–2 × 104 cells were plated in one well of a 24-well plate (Corning) 
coated with gelatin and in the culture medium as mentioned above. 

2.2 Characterization Of FGSCs 

Cells were fixed, treated and then fluorescent staining was conducted as described [2]. 
 
2.3. Differentiation of FGSCs 

A two-stage culture system was established for 1) pFGSC differentiation and 2) 
pFGSC growth. First, pFGSC were plated at a density of 1 × 104 cells on one well of a 
24-well Ultra Low Attachment 24 Well Plate (Corning). Cells were maintained at 38.5 
°C in an atmosphere of 5% CO2 in air in differentiation medium containing DMEM, 
penicillin/streptomycin, 5% FBS (Invitrogen), 5% porcine follicular fluid, 0.23 mM 
sodium pyruvate, 0.1 mM non-essential amino acids, 2 mM L-glutamine, and 0.1 mM 
β-mercaptoethanol. One half of the culture medium was replaced every 2–3 days. A 
number of aggregates containing large cells formed after 3–4 weeks. 
Next, for pFGSC growth, the aggregates were collected and transferred to growth 
medium containing TCM199, 3 mg/ml BSA, 5 µl/ml insulin/transferrin/selenium A, 
0.23 mM sodium pyruvate, 1 mg/ml fetuin, 1 ng/ml EGF, 0.05 IU follicle-stimulating 
hormone, 0.03 IU luteinizing hormone, 0.01 mM dibutyrl cAMP, and 1% 
polyvinylpyrrolidone (PVP) 360. The aggregated cells were cultured for 2 weeks, 
replacing half the medium every 2–3 days. 

 
3 Result and discussion  
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The isolation and optimization of culture conditions for pig FGSC as described [2]. 
We found that DMEM-F12 exhibited significant effect on the FGSCs proliferation and 
forming groups of cells. Because some flat-type somatic cells remained after selection 
of putative FGSCs, the primary culture without MEF should be chosen. Once FGSCs 
were established, they could be expanded for a long term without loss of proliferative 
potential and maintaining their expression of stem cell and germ cell markers Oct4 and 
Vasa (Fig. 1) 

 
Fig 1. FGSCs still maintain germ cell and stem cell markers after long term culture. 
 

Because the FGSCs generated oocytes spontaneously when reaggregated with 
ovariantissue, we chose FGSCs after 3 weeks of isolation and culture, at this stage, there 
were still epithelial and somatic cells present. To study the developmental potential of 
OLCs generated from FGSCs, we established a two-stage culture system as described 
in Methods. After 2 weeks of culture, FGSC aggregated with others to form oocyte-
cumulus complex (OCC)-like structure.After 4 weeks of culture, some of the FGSCs 
grew to oocyte like cell with a large size more than 50 m (Fig. 2). 

 
Fig 2. FGSCs still maintain germ cell and stem cell markers after long term culture. 
 
Our findings provide evidence that our pig FGSCs could be expanded in vitro for 

months without loss of the identifying markers and proliferative potential. Actually, 
despite two decades of efforts, the establishment of Embryonic Stem Cell (ES) cells 
from pigs has remained an elusive goal, as putative ES cell-like colonies can be initially 
established from pig embryos, but they cannot be sustained in long-term culture [5]. Pig 
ES cell lines have been established from zona-enclosed blastocysts and the inner cell 
mass (ICM), Oct4 was expressed during the first passage up to a maximum of seven 
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passages, when its expression became completely downregulated. The modified culture 
pig ES by using human ES cell culture conditions, however, do not sustain 
undifferentiated growth of pig ICM and epiblast cell, they differentiated within 4 
passages. Although pig ES or nuclear transfer-ES cells culture in the presence of -
MEM medium with EGF and Activin, or treated with Trichostatin A can increase the 
passage, it is unclear whether these cells could be culture beyond 14 or 15 passages, 
respectively [6]. Our established FGSCs will support for the difficulties in establishing 
ES-like cells in the pig. Especially, nowadays, success in producing transgenic pigs is 
still inefficient. However, gene manipulation of FGSCs is a rapid and efficient method 
of transgenic was reported in mice and rat. Therefore, production of transgenic pig from 
FGSCs will be done for our further study. 

In conclusion, our results demonstrated that the ovary contains a number of 
undifferentiated cells with small size and stem cell characteristics. These might remain 
in the adult ovary and cannot proliferate in normally because of inhibitory factors in the 
ovary but under appropriate conditions, they can undergo proliferation and 
differentiation, and provide a potential mechanism for the self-renewal of germline stem 
cells.  
. 
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Abstract. Computer simulations provide crucial insights and rationales for the 
design of molecular approaches in medicine. Several case studies illustrate how 
molecular model building and molecular dynamics simulations of complex 
molecular assemblies such as membrane proteins help in that process. Important 
aspects relate to build relevant molecular models with and without a crystal 
structure, to model membrane aggregates, then to link (dynamic) models to 
function, and finally to understand key disease-triggering phenomena such as 
aggregation. Through selected examples - including key signaling pathways in 
neurotransmission - the links between a molecular-level understanding of 
biological mechanisms and original approaches to treat disease conditions will be 
illuminated. Such treatments may be symptomatic, e.g. by better understanding 
the function and pharmacology of macromolecular key players, or curative, e.g. 
through molecular inhibition of disease-inducing molecular processes.  
Keywords: Molecular dynamics, Model building, Molecular mechanisms of 
disease. 

1 Introduction 

Models at the molecular level play a crucial role for the field of medicine, or more 
generally-speaking biology. Their importance goes back well before the use of 
computational approaches: for instance Watson and Crick used a mechanical model 
fabricated in a workshop to gain insight into DNA structure. Such modeling approaches 
are nowadays carried out on the computer, be it with a laptop or at a supercomputer 
centre. They are very useful, from trying to understand the key properties of molecular 
building blocks such as metabolites, sugars, lipids and macromolecular fragments to 
rationalizing the effect of mutations, identifying specific regions of interest, for instance 
aggregation-prone ones, characterizing the dynamics of biological and medical 
processes, and to gain insight into fundamendal mechanisms governing disease. 

Beyond such qualitative observations, the quantitative implementation of the 
modeling process in relation to verifyable experimental measures represents one of the 
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key challenges. There are a few direct points of comparison, for example distances in a 
model can be linked to FRET experiments, which are of interest for the validation of 
the models, but not for medical purposes. Free energies and binding affinities may 
provide quantitative information on the effect of mutations or the potency of drug 
molecules, yet a direct prediction leading from the molecular level to a measurable 
impact on disease conditions is nowadays clearly out of scope. Such a goal would at 
the very least require to anticipate the complex interrelationships in metabolic networks 
- where the actors examined by molecular modeling are interconnected through a web 
of other macromolecules - by linking the molecular level with a systems biology 
representation. An overall scheme is provided in Figure 1. 

 

 
Figure 1. Schematic view of the connections between atomic scale models, 

representing a zoom of complex interrelated metabolic networks, and disease, as a 
consequence of a network perturbation. Atomic scale models are illustrated with the 
estrogen receptor based on simulations described in [1], showing a static model with a 
key mutation and a drug molecule highlighted in red. A dynamic picture is provided as 
the next level of interpretation, here drug and mutation are colored from blue to red as 
a function of timestep. Then, these computational models need to fit into a mechanistic 
picture, here of estrogen receptor assembly, initiated by an estrogen signal and leading 
to the initiation of transcription. 

 
In this contribution, we focus on the atomic scale aspects using several case studies. 

It is illustrated how computational approaches, in particular molecular model building 
and molecular dynamics simulations of complex molecular assemblies such as 
membrane proteins help in understanding these molecular processes. The examples 



757 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

comprise important aspects related to building medically relevant molecular models 
with and without a crystal structure, to model aggregates, then to link (dynamic) models 
to function, and finally to understand key disease-triggering phenomena such as 
aggregation. In each case, the links between a molecular-level understanding of 
biological mechanisms and original approaches to treat disease conditions will be 
briefly illuminated. Such treatments may be symptomatic through a better 
understanding of the function and pharmacology of macromolecular key players, or 
curative, through molecular inhibition of disease-inducing molecular processes, for 
instance. The manuscript ends with an overview of upcoming new tools that are likely 
to further improve the power of computational approaches in the near future. 

2 Linking computer simulations to disease 

The key challenge for computer simulations to be of relevance for molecular medicine 
is to establish a clear link between the insight gained at the atomic scale and a given 
disease. This aspect is explored from three directions, i) the value of static, three-
dimensional molecular models, ii) adding dynamic information to such models, and iii) 
considering the bigger picture of molecular mechanisms underpinning disease. All 
modeling studies rely on a set of methods and tools to run, inspect and interpret them. 
We conclude with a perspective on current trends to improve and extend the portfolio 
of tools, with the potential to provide important breakthroughs in the future. 

 
2.1 Learning from molecular models 

How to build molecular models. In the simplest case, a disease may be directly 
linked to a specific single-point mutation of a key molecule, the understanding of which 
may provide important clues for therapies. Hence, building a 3-dimensional all-atom 
model is a fundamental step on the way to better treatment. When the crystal or NMR 
structure of the key molecule is known, model building follows a standard procedure. 
Typical approaches and setups are described in [2,3], highlighting specific issues that 
may arise with membrane proteins. In a typical setup, it is required to choose among 
potential alternative conformations, correct for mutations that may have been required 
to achieve crystallization, and possibly predict the protonation states of ionizable amino 
acids including His, Asp, Glu, Arg and Lys residues. A relation to diseases may be 
established by analyzing the 3D positions of mutations and their molecular 
environment. This is the case for the low density lipoprotein receptor [4], contributing 
to cholesterol cleansing in the blood. We analyzed four point mutation sites involved in 
familiar hypercholesterolemia, the main risk factor in atherosclerosis, and understood 
their molecular origin through visual inspection revealing an influence of nearby 
calcium ions, disulfide bridges, electrostatic and steric effects as illustrated in Figure 2. 
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Figure 2. Closeup of the low density lipoprotein receptor (LDLR) mutation sites and 

nearby points of interest are shown on the left panel and labelled A to D. The right panel 
shows the extracellular domain of LDLR at pH5 where these mutations are located. 

 
The effects of the four point mutations we studied were interpreted as follows. 

C113R is involved in a stabilizing disulfide bridge (Fig. 2A) which will be lost upon 
mutation. The positively charged Arg-mutant will furthermore repel the nearby calcium 
ion. The G266C residue shown in Fig. 2B sits between two close and several more 
distant disulfide bridges. The cysteine mutant might lead to the formation of alternative 
disulfide bridges. Its negative charge might lead to a change in coordination of the 
nearby calcium. P664L is in contact with a beta-sheet and part of a loop (Fig. 2C). The 
Leu mutant is bulkier and no kink is induced. C690S is involved in a disulfide bridge 
(Fig. 2D) which seems essential to maintain the local geometry. 

Modeling without a crystal structure. The most common case is that the precise 
structure of the molecule of interest is unknown. In the absence of any structurally 
exploitable data (e.g. indirect experimental measurements), homology modeling is a 
common choice. We employed such an approach to model a full-length Fzo1 mitofusin, 
involved in membrane fusion, a fundamental mechanism which remains unclear [5]. 
Mutations in the related human mitofusin MFN2 cause Charcot–Marie–Tooth disease 
type 2a [6], which is characterized by degeneration of long peripheral nerves. 
Furthermore, mitofusins can be linked to the etiology of Parkinson disease [7]. The 
predicted architecture of our model improves upon the current domain annotation, with 
a precise description of the helical spans linked by exible hinges, and provided 
indications for several interesting mutations that were carried out and tested 
experimentally.  

A slightly different situation is observed when experimental data is available to guide 
the modeling process. For example, the molecular knowledge of dystrophin, a protein 
mutated in myopathy patients, remains limited, yet it is amenable to Small-angle X-ray 
Scattering (SAXS) investigations. We designed an original interactive docking method 
to model full-length dystrophin based on its fragments, integrating qualitative 
experimental data restraints [8]. This model allowed us to show that the central 
dystrophin domain is a tortuous and complex filament, profoundly disorganized by the 
most severe Becker muscular dystrophy deletions. The structural description gained 
through our model represents a first necessary step to improve the design of 
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microdystrophin constructs in the goal of a successful gene therapy for the severe 
Duchenne muscular dystrophy [9].  

 
2.2 Adding dynamics and linking to function 

So far, we mostly considered static three-dimensional models, yet, dynamics is a key 
factor in biological systems and processes. Typical simulation setups are described in 
the literature [10,3]. An interesting and straightforward application example are 
pharmacological chaperones (PC) used for the treatment of Fabry disease [11,12]. 
Fabry disease is a rare pathology caused by mutations of lysosomal alpha-galactosidase. 
About 40% of all the disease missense mutations occur at flexible sites of the protein 
[13], destabilizing it and leading to clearance by the quality control system of the cell. 
An oral PC therapy uses 1-deoxygalactonojirimycin that reversibly binds to the active 
site of the enzyme and stabilizes it. We demonstrated the effectiveness of molecular 
dynamics (MD) simulations to correlate the genotype to the severity of the disease. 
More generally, destabilizing mutations are widely encountered in other proteins, hence 
MD may be useful for diagnostic purposes in other human diseases.  

 
2.3 Moving towards mechanisms 

Previous examples focused on simple relationships between molecular models, static 
or dynamic, and disease conditions. For many diseases the situation is more intricate, 
requiring to understand entire complex molecular mechanisms leading to disease. The 
modeling task may involve multi-step molecular processes with several actors in 
complex environments such as the membrane. General anesthesia (GA) is such an 
example. Although GA is not a disease, a better understanding of its mechanism is of 
medical relevance as it would enable us to design better compounds and more efficient 
palliative treatments. The mechanism of action remains a matter of controversy. One 
proposed mode of action involves binding of anesthetic molecules to ligand gated ion 
channels, modulating their function. We explored this mode at the molecular level by 
studying the membrane-inserted pentameric ligand-gated ion channel GLIC for which 
many anesthetic binding sites were characterized. By performing MD simulations to 
gain key insights on binding location and affinity, in particular microsecond-long 
flooding simulations, combined with free energy calculations, we characterized access 
to binding sites and quantified binding affinities. This study revealed a complex 
network of interconnected binding sites, possibly all contributing in concert to the 
anesthetic effect [14].  
Another fundamendal mechanism of medical importance is aggregation, leading to 
proteinopathies and neurodegenerative disorders. Modeling approaches have been 
widely used to study Alzheimer's, as reviewed in [15,16]. In particular multi-scale and 
multi-physics simulations may be required to address the sampling and time-scale 
challenges imposed by the underlying processes [17], with some involved molecules 
being possibly intrinsically disordered.   
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2.4 Towards new and improved tools 

All studies described in this article require adequate modeling tools. Continuous 
improvement of algorithms, hardware and technology lead to new approaches to be 
explored. Key trends and upcoming new tools in computational biology may involve 
for instance interactive model building and simulation as a very promising approach, in 
particular when the methods are rendered robust enough such that non-specialists can 
use them. In the current era of integrative modeling, much is yet to come in terms of 
combining experimental data with modeling approaches. Another development is next-
level computational power, increasingly exploited through GPU computing, and soon 
to be boosted by exa-scale high performance computing. These developments lead to a 
much increased amount of data to interpret, and hence advanced analysis tools are the 
next big challenge. Interactive approaches such as visual analytics help the 
rationalization process, deep learning approaches may uncover complex relationships 
in the data. Closely related are advanced visualization techniques, in particular 
immersive ones such as virtual reality and augmented reality. They allow us to 
scrutinize complex three-dimensional datasets in a natural and intuitive way. 

3 Conclusion 

Computational modeling approaches bear great promise for understanding disease 
conditions and to design improved and novel therapies. A few examples on how to 
establish a link between the atomistic modeling scale and the medical implications were 
discussed. Two strategies for treatments can be envisaged. In the symptomatic 
approach, a better understanding of the function and pharmacology of macromolecular 
key players is targeted. For curative approaches, a deeper understanding of disease-
inducing molecular processes is required such that e.g. molecular inhibitors for critical 
steps can be designed. With the current developments in terms of computational power, 
intuitive, immersive and interactive analysis and manipulation methods, much progress 
is yet to be expected in the near future.  
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Abstract. Nowadays, Myocardial Ischemia is one of the top ten diseases of 
concern. Among new therapeutic methods, cell therapy is the greatest interest. 
However, transplantation by intracoronary caused the loss of a large number of 
grafted cells leading to ineffective treatment. Direct intramyocardial injection 
helped to retain more grafted cells than intracoronary grafting. It could also cause 
cardiac muscle damages due to injection and the number of cell loss was rather 
high. In order to overcome these difficulties, we aimed to transplant stem cell sheet 
on myocardial ischemic mice. The results showed that grafted cell sheet adhered 
to heart tissue well after 14 days of transplantation. After grafting, histological 
analysis showed that the grafts of cell sheet group were more evenly distributed 
than those of injected group. The heart muscle of the MSCs injected mice had 
some cardiac muscle damages due to the effects of the needle while the heart tissue 
of cell sheet group was without damages. The fibrosis area of cell sheet group was 
smaller than that of injected group’s and control group 2. Transplanted cells were 
observed in both cell sheet group and injected group after 14 days of graft. In 
conclusion, stem cell sheet transplantation gave a better result in histological 
evaluation compared to the intramyocardial injection on mouse model of 
myocardial ischemia. 
Keywords: Mesenchymal stem cell; myocardial ischemia; regenerative medicine, 
stem cell sheet; transplantation 

1 Introduction 

Cardiovascular disease is one of the top 10 leading causes of death all over the World. N
ovel methods using cell or gene tools or combinations of these two types have shown the 
direct or indirect effects to form vascular, protect and recover a part of heart structure an
d function. Cell therapy trials have been conducted from preclinical to clinical. Elisa Avo
lio et al. compared the cardiac repair potency among Saphenousvein derived Pericytes (S
VPs), Cardiac Stem Cells (CSCs) and the combination of these two types of cells in the 
Left Anterior Descending (LAD) ligation mouse model. The combination of these two ty
pes of cells reduced the infarction size, promoted the angiogenesis, and repaired the hear
t attack area [1]. Paul J. Kim, et al., transplanted iPSCs derived from human placental ce
lls, c-kit positive human placental cells, and non-selective human placental cells on LAD 
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ligation mice. It showed that iPSCs derived from human placenta cells were the best [2]. 
Xiao Ling Tang found that the dose of 0.75 x 106 CSCs, 1.5 x 106 CSCs and 3 x 106 CSC
s significantly improved left ventricular function, ventricular wall thickness, systolic vol
ume, diastolic volume and ejection fraction on acute infarction rat models [5]. So far, the
re have been some clinical trials in the treatment of cardiovascular disease by the stem ce
lls or myocardial progenitor cells injection into the patient's coronary arteries. Initial resu
lts suggested that cardiac function was improved. However, the amount of survival cells 
in the cell grafting heart tissue was low, most of the grafted cells were washed away [3, 
4]. Specially, for patients with severe heart failure due to long-term ischemia leading to f
ibrosis and the heart muscle cell death, the ventricular wall becomes very thin at which t
he cell injection will be ineffective. Therefore, it is necessary to create a cell sheet for tra
nsplantation into these patients. 
 
2. Materials and methods  

2.1 Stem cell sheet preparation 

The 0.5 cm² stem cell sheets (0.05 mm thickness) were made up of Col-T scaffold (this 
material has collagen and glycoprotein nature) and mesenchymal stem cells (MSCs). Th
ey were cultured in MSC cult pro kit medium, at 370C, 5% CO2. 
  
2.2 Cell transplantation 

The experiment was divided into four groups: Healthy mice (control group 1, n = 10); M
yocardial ischemic mice (control group 2, n = 10); Myocardial ischemic mice with intra
myocardial injection (injected group, n = 10), myocardial ischemic mice grafting cell she
et (cell sheet group, n = 10). Male Mus. musculus var Albino mice (25-30g) were anesth
etized. Mice were intubated and mechanically ventilated. After left thoracotomy, LAD in 
positions 1/3 coronary artery from the aorta to the heart apex was tight. After 3 minutes, 
MSCs were infused into the points of infarction size with density 105 cells/20μl/mouse i
n injecting group, and stem cell sheet was placed cover the infarction area in cell sheet g
roup. Chest was closed, muscle layer was sewn tightly, and antisepsis was done, respecti
vely. Mouse was placed carefully into a clean case. Normal mouse group was used as co
ntrol group 1, and LAD- ligated mouse group injected with PBS was used as control gro
up 2. After transplanting 14 days, the mouse hearts were collected to evaluate adhesion o
f the cell sheet to grafted heart tissue, survival of grafted cells, injury extent and recovery 
extent of the transplanted cardiac tissue.  
 
2.3 Immunohistochemistry  

Grafted human cells were detected by human CD73-FITC and human CD44-PE, and nu
clear of mouse cells and grafted human cells were stained with Hoechst 33342. 
 
3. Results  
3.1 The tightly attached stem cell sheet to the heart after 14 days of 
transplantation 
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After 14 days of transplantation, the mouse was sacrificed to evaluate the adhesion of th
e stem cell sheet to heart tissue and mouse heart tissue was analyzed by H&E stain and I
HC. The result indicated that stem cell sheet attached to the heart tissue tightly (Figure 1
).  
 

 
 
 
 
 
 
 
Fig. 1. Stem cell sheet attached tightly to the heart tissue. 

 
3.2 Stem cell sheet transplantation delivered grafted cells to heart tissue better 
than stem cell injection 

To investigate fate of the transplanted cells in the damaged heart tissue of experiment ani
mals, mouse heart tissue samples were collected, frozen, and sectioned after 14 days of t
ransplantation. Grafted human cells were detected by mouse anti-human CD44-PE and m
ouse anti-human CD73-FITC. The IHC results showed that some areas of injected heart t
issue exhibited positive with mouse anti-human CD44-PE and mouse anti-human CD73-
FITC. However, transplanted cells tended to be concentrated in some of the injected area
s. The IHC results also showed that a large and continuous area of cell sheet grafted tissu
e expressed both these two human specific antibodies. It indicated that grafts of cell shee
t group were more evenly distributed than those of injecting group. Base on the color are
a, the number of grafted cells was more than injected group (Figure 2). 
 

 
Fig. 2. The graft of cell sheet group was more evenly distributed than that of injected gro
up after 14 days of transplantation.  
4. Discussion 
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The grafted cell sheet increased the number of cells retained in cardiac tissue that may ca
use by the plate structure, the binding characteristic of extra cellular matrix and paracrine 
factors releasing by grafted cells. Thereby, it significantly improved the therapeutic effec
t of treatments for ischemia. Knowledge about the regulation mechanism inside the body 
after transplantation can facilitate a deeper understanding of the most appropriate strateg
ies for cell therapies.  
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Abstract. Freeze-drying has been frequently used to preserve food at room 
temperature for extended periods of time; however, its application to mammalian 
spermatozoa is difficult because it is impossible to preserve spermatozoa at room 
temperature for long periods. It is known that trehalose is one of the best 
cryoprotectant agents, but not yet clear the appropriate concentration for the 
protection of freeze-dried spermatozoa. In this study, we examined DNA damage 
of mouse freeze-dried spermatozoa preserved for one week, one month and three 
months at room temperature with or without trehalose. When freeze-dried 
spermatozoa were preserved for one week, the DNA damage of spermatozoa and 
in vitro developmental potential after fertilization had no difference between any 
concentrations of trehalose. However, when freeze-dried spermatozoa were 
preserved for one month, developmental rate to the blastocyst was increased by 
adding trehalose. The best result was obtained when 0.5M trehalose were used. 
More than half of embryos fertilized with preserved freeze-dried spermatozoa 
developed to blastocyst, which was 2-3 times higher than without trehalose. 
These results suggest that the trehalose cannot protect the initial damage of sperm 
DNA at the time of freeze-drying, but can protect when preserved for longer 
periods. 
Keywords: Freeze dry, spermatozoa, trehalose, room temperature, preservation, 
ICSI  

1 Introduction 

Preservation of spermatozoa in liquid nitrogen (LN2) plays an important role in the 
treatment of infertility, domestic production of animals, preservation of genetically-
modified mouse strains, and protection of endangered or extinct species [1]. However, 
the use of LN2 for freezing spermatozoa may not be ideal for many reasons, for 
example, LN2 must be handled very carefully because of its extremely low temperature 
or the use of LN2 adds to the cost of spermatozoa preservation, which is incumbent on 
the couples seeking infertility treatment [2]. By contrast, freeze-drying is a reliable and 
commonly used technique in many countries. Previously, we demonstrated for the first 
time that spermatozoa can be freeze-dried (FD) and stored for three months at 4 oC or 
for one month at room temperature (RT) without losing their reproductive potential [3]. 
The preservation of FD spermatozoa at RT enables cost-effective transportation of 
spermatozoa [3, 4]. This preservation method does not require any electric power or 
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other expensive inputs because the use of a desk drawer is sufficient. Benefiting from 
this advantage, we recently sent FD spermatozoa to the International Space Station to 
examine the effect of space radiation on the integrity of sperm DNA [5]. Despite its 
advantages the method of freeze-drying spermatozoa has not yet been utilized because 
of its poor reliability for long-term preservation at RT.  
To improve the reliability of freeze-dried spermatozoa, here we investigated the effect 
of trehalose and tried to determine the appropriate concentration of that for the 
protection of DNA damage of freeze-dried spermatozoa after preservation for longer 
periods at RT. 

 
2 Materials and Methods 

 
2.1 Animals  
ICR, BDF1 (C57BL/6N × DBA/2), C57BL/6N, C3H and 129 male mice and ICR 
female mice (8–10 weeks of age) were obtained at from SLC Inc. (Hamamatsu, Japan). 
The surrogate pseudopregnant ICR females, used as recipients of embryos, were mated 
with vasectomized ICR males, whose sterility had been previously demonstrated. On 
the day of the experiments or after finishing all experiments, mice were euthanized by 
CO2 inhalation or cervical dislocation and used for experiments. All animal 
experiments followed the Guide for the Care and Use of Laboratory Animals and were 
approved by the Institutional Committee of Laboratory Animal Experimentation of the 
University of Yamanashi. 
 
2.2 Media  
HEPES–CZB medium and CZB were used for oocyte/embryo manipulation in air and 
incubation in 5% CO2 at 37°C. HTF medium was used for the capacitation of 
spermatozoa. Tris-EGTA medium with trehalose was used for the freeze drying of 
spermatozoa. The final concentration of trehalose were 0.1 M, 0.5 M, 2.0 M, 
respectively. 
 
2.3 Preparation and preservation at RT of FD spermatozoa 
Both epididymides were collected from the male mice and ducts were cut with a pair 
of sharp scissors. After the capacitation, the concentration of spermatozoa was 
measured. Then, 50-µl aliquots of the spermatozoa suspension of Tris-EGTA with or 
without trehalose were dispensed into glass ampoules. The ampoules were flash-frozen 
in LN2 and then FD using the FDU-2200 freeze dryer (EYELA, Tokyo, Japan). The 
cork of the freeze dryer was opened for at least 5 h until all samples were completely 
dry. After drying, ampoules were sealed by melting the ampoule necks using a gas 
burner under vacuum. All ampoules were placed in small plastic bags and then in paper 
boxes and stored in a desk drawer at RT (15°C–25°C) until further use. No additional 
protective measures were taken for the preservation of the spermatozoa. 
 
3 Results 
3.1 Effect of trehalose on one week preserved FD spermatozoa for embryo 
development in vitro and in vivo.  
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As shown in Figure 1, 2 and 3, when one week preserved FD sperm were used, we 
could obtain a lot of blastocysts in vitro and healthy offspring after embryo transfer. 
However, those rate did not increased with increased the concentration of trehalose. 
 

 
 
 
 
 

 

Fig. 168. Developmental rates of mouse oocyte injected with FD sperm preserved 
with or without trehalose for 1 week at RT     Developmental rates were calculated 
as means for each stage of embryos at 24, 48, 72 and 96 h after injection. The 
blastocyst rates were evaluated using chisquared tests. Statistical significance of the 
differences between variables was determined at P < 0.05. 

 
 
 
 
 

 
 

Fig. 169. Implantation and offspring rates of embryos derived from FD sperm 
preserved with or without trehalose for 1 week at RT Embryos at two-cell stage 
were transferred to a day 0.5 pseudopregnant mouse that had been mated with a 
vasectomized male the night before transfer. Six to ten embryos were transferred into 
each oviduct. 

 
 
 

 

 

Fig. 170. Live offspring derived from FD spermatozoa stored with or without 
trehalose at RT for 1 week. At day 18.5 of gestation, the offspring were delivered by 
caesarean section. 

3.2 Effect of trehalose on more than one months preserved FD spermatozoa. 
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When 0.1 M or 0.5 M trehalose were used, the developmental rates of blastocyst were 
significantly higher compared to 2.0 M or without trehalose. After embryo transfer, a 
lot of healthy offspring were obtained when 0.5 M trehalose were used. We are now 
examined the effect of trehalose for three months preserved FD spermatozoa at RT. 

3.3 Examination of the DNA integrity of FD spermatozoa preserved for one week 
and one month with or without trehalose by the comet assay.  

The DNA integrity of FD spermatozoa with or without trehalose was examined using 
the comet assay. When one week preserved FD spermatozoa were examined, the DNA 
damage did not differ between with or without trehalose. However, when one month 
preserved FD spermatozoa were used, the DNA damage was significantly decreased in 
trehalose treated group compared to without trehalose. 

4 Discussion  

In this study, the highest success rate of blastocyst in vitro and full term were obtained 
when 0.5 M trehalose were used for preservation of FD spermatozoa at RT for more 
than one month. Interestingly, the protection effect of trehalose was not observed when 
FD spermatozoa were preserved for only one week, or higher concentration of trehalose 
(2.0 M) was used. These results suggest that the trehalose cannot protect the initial 
damage of sperm DNA at the time of freeze-drying. When trehalose was used at 
appropriate concentrations, however, it will work importantly to prevent the damage 
during preservation of FD spermatozoa for longer period at RT. 
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Abstract. Bovine are uniparous animal, only small amount of fully grown 
oocytes from large antral follicles can acquire fully meiotic competence to reach 
mature stage after in vitro maturation, whereas growing oocytes collected from 
small antral follicles (2-3mm in diameter) are a potential source. Thus, in other 
to increase the pool of viable oocytes, an in vitro growth (IVG) system before 
IVM is required to improve their meiotic competence. In present study, the 
chromosome configuration of bovine oocytes was evaluated after different 
duration of IVG (6 h, 8 h and 10 h) and subsequence in vitro maturation (IVM) 
for. Finally, quality of mature oocytes from IVG were examined during embryo 
development through parthenogenetic activation. After the IVG and IVM, 
oocytes reach to metaphase II (MII) was significant higher at 10h compare to 6h 
and 8h, respectively 67%,49.6%, and 35.8%. Moreover, after parthenogenetic 
activation, MII oocytes of 10h IVG group also showed high ability to develop 
into 8-cell embryos. In conclusion, for bovine growing oocytes from small antral 
follicles (2-3mm), IVG duration of 10h followed by 22h of IVM was an optimal 
period with achieving the highest oocyte meiotic competence in our culture 
condition. 
Keywords: growing oocytes, matured oocytes, in vitro growth 

1 Introduction  

Research focus on bovine reproduction has played crucial roles includes mammalian 
models of human infertility treatment [1], transgenic animal for produce recombinant 
protien [2]. Therefore, a large number of bovine oocytes with meiotic competence is 
required. However, a minor population of growing oocytes could become fully grown 
oocytes inside antral follicles, with the ability to resume maturation [3]. If the oocytes 
of these small follicles can be effectively isolated as well as cultured to reach fully 
matured, they would become an important alternative source of donnor eggs for 
researchs on cloning of bovine.  

The present study aimed at evaluating nuclear statuses of bovine growing oocytes 
derived from small follicles (2-3mm in diameter) after 3 periods of IVG culture: 6h, 8h 
and 10 h. From that, the optimal time for growing oocytes was chosen for further 
examination of maturation rate with in vitro maturation culture (IVM). Finally, the 
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quality of matured oocytes was accessed through embryo development by 
parthenogenetic activation. 

2 Materials and Methods 

2.1 In Vitro Growth (IVG) and In vitro Maturation (IVM) 

The small antral follicles (2-3mm in diameter) were dissected from ovarian cortical 
slide and the Oocyte-Cumulus-Granulosa Cell Complexes (OCGs) were collected and 
cultured in IVG medium containing D-MEM with 10% fetal bovine serum (FBS), 5% 
bovine follicle fluid (bFF), 0.1 mg/ml sodium pyruvate, 1mM dbcAMP, 0.01 IU/ml 
follicle stimulation hormone (FSH), 1µg/ml Estradiol- 17β and 10 ng/ml Androgen at 
38.5oC, 5% CO2. Three groups of OCGs were cultured in different IVG durations at 6, 
8 and 10 hours. 

After IVG, the OCGs were transferred to IVM medium containing TCM 199 with 
10% FBS, 15% BFF, 0.1IU/ml hCG, 0.1 mg/ml Sodium pyruvate and culture for 22 h 
at 38.5oC, 5% CO2. Group of OCGs from 4-6 mm follicles were culture in IVM medium 
to serve as control group. 

2.2 Assessment of chromosome configuration 

After IVG, oocytes were removed cumulus. The denuded oocytes were fixed in 1:3 
(v:v) acetic acid to ethanol solution and stained with 1% (w/v) orcein in acetic acid. 

2.3 Parthenogenetic activation and development 

After IVG and IVM, the denuded oocytes with first polar body were artificially 
activated by 5 µM Calcium ionophore for 5 minutes followed by exposure to 10 µg/ml 
cycloheximide with 5 µg/ml cytochalasin B for 5 hours. The activated oocytes were 
cultured in mSOF medium. 

2.4 Statistical analysis 

SPSS 16 was used for statistical analysis. For each experiment, three replicates were 
performed, and the data were presented as mean percentage. The data analyzed by 
single factor analysis of variance (ANOVA) followed by Turkey test. P values less than 
0.05 were considered as statistically significant. 
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3 Results and discussion 

Most of oocytes of small antral follicles (2-3mm) are recorded as stringy chromatin 
(SC), 54.3%, indicating the growing stage. While fully grown oocytes (4-6mm) are 
recorded as germinal vesicle I (GVI), 78% (Fig.1). Therefore, follicular diameter is one 
of the most important factors for oocyte selection in IVM culture for further pre-
implantation development [4]. The mature oocytes from small follicles may not 
consume enough fundamental factors or energy for cytoplasmic maturation and 
sustaining against the oxidative stress in further development. This led to the 
assumption that IVG culture gives higher proportion and better quality of mature 
oocytes which collected from small antral follicles. 

Hence, 6, 8 and 10h of IVG are considered the potential durations for oocytes of small 
antral follicles to reach appropriate GV stage of full growth and then subsequence IVM 
for 22h to obtain meiotic competence of oocyte cytoplasmic maturation.  

 

0

20

40

60

80

100

FC SC GVI GVII-IV Dia Deg.

Growing oocytes 0h Growing oocytes 6h Growing oocytes 8h

Growing oocytes 10h Fully grown oocytes

Fig. 171.   The chromatin morphology of oocytes collected from preantral follicles (2-3mm in 
diameter within different durations of IVG. Filamentous (FC), stringy chromatin (SC), germinal 

vesicle I (GVI, GVII-IV). 

Fig. 172. The effects of in vitro growth (IVG) duration on nuclear maturation of bovine 
oocytes from preantral follicles. 
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The optimal period of IVG for the highest meiotic competence is 10h similar to fully 
grown oocytes as control. After the IVG and IVM, oocytes reach to metaphase II (MII) 
was significant higher at 10h compare to 6h and 8h, respectively 67%,49.6%, and 
35.8% (Fig.2). 

The experiment was conducted to further evaluate the quality of mature oocyte after 
10h of IVG and subsequently 22h of IVM by parthenogenetic activation. The results 
show that after activation they had the ability to develop into the 2-cell, 4-celll, and 8-
cells stage embryo which was similar to fully grown oocytes.  

 

4 Conclusion  

In conclusion, 10h of IVG duration was the most appropriate period of IVG culture 
system, which can reach the highest meiotic competence and had developed to the 8-
cell stage embryos after parthenogenetic activation for bovine growing oocytes derived 
from preantral follicles (2-3 in diameter). This preantral follicles will be used as an 
important source of mature oocytes for future study in cloning embryos in bovine.   
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Abstract. Curcumin, a natural compound with bright yellow pigment was 
derived from the rhizome of the herb Curcuma longa. Previously, several reports 
emphasized the cytotoxicity of curcumin on mouse embryonic stem cells, and its 
injurious damage on mouse embryos development. However, its influence on 
mammalian embryonic development has not yet been extensively investigated. 
In this study, we examined the effects of curcumin on the preimplantation 
development of parthenogenetic bovine embryos. Parthenogenetic bovine 
embryos were developed in modified synthetic oviduct (mSOF) medium 
supplemented with different concentration of curcumin at 0 μM (control), 0.5 
μM, 1 μM, 5 μM, 10 μM for first 24 hours. The developmental rates were 
recorded at each stage, from the 2-cell stage to the 16-cell stage embryos. 
Treatment with curcumin up to 5 μM did not cause significant decreasing in 
cleavage rate compared to control group. Oocytes treated with 0.5 μM and 1 μM 
curcumin developed to 16-cell stage similarly to control group. However, oocytes 
treated with 10 μM curcumin yielded significantly low of both cleavage rate 
(55.08%), and developmental rate (4-cell: 27.57%%, 8-cell: 7.26%, 16-cell: 0%) 
in comparison with control group (cleavage: 90.66%, 4-cell: 81.63%, 8-cell: 
62.64%, 16-cell: 29.62%) (p<0.05). In conclusion, high concentration of 
curcumin (5 μM, 10 μM) caused negative effects on the preimplantation 
development of bovine embryos, but sufficient amount of curcumin (up to 1 μM) 
would be unharmful to the developmental rates and could be applied to study 
further aspect.  
Keywords: Curcumin, parthenogenetic bovine embryos, preimplantation 
development. 

1 Introduction 

Curcumin, the phytochemical derived from the rhizome of Curcuma longa and present 
in turmeric, has attracted the attention of researchers and clinicians as an anti-
inflammatory, anti-carcinogenic, and anti-infection agent. It is an antioxidant with 
potential use in therapy for many diseases, including cancer [1] and was proven as a 
new member of HDACi [2]. However, the effect of this compound in reproductive 
biology remains unclear although there was a report indicated that oral administration 
of curcumin caused injurious effects on maturation of mouse oocytes, fertilization and 
fetal development via apoptosis [3]. Therefore, the underlying mechanism of curcumin 
on preimplantation development of bovine embryos requires more investigations to 
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assess its possibilities for increasing the success rate after somatic cell nuclear transfer 
(SCNT) to produce cloning cow used in agriculture and pharmaceutical from bovine 
embryos.  

In the present study, we aimed to examine the effect of different concentration of 
curcumin on the preimplantation developmental rates of parthenogenetic bovine 
embryos from zygote to the 16-cell embryo stage. 

2 Materials and Methods 

All chemicals and reagents were obtained from Sigma-Aldrich (St. Louis, MO, USA) 
unless otherwise stated. 

2.1 In vitro maturation (IVM) of bovine oocytes 

Cumulus-oocyte complexes (COCs) were collected by aspiration of 4-6 mm follicles 
from bovine ovaries using an 18-gauge needle. Good COCs with multilayer of cumulus 
cells and a homogeneous cytoplasm were selected and washed several times in HEPES-
bufferred TCM-199, and culture medium. About 10-15 COCs were transferred into 150 
μl floating drop covered by mineral oil and cultured in TCM-199 supplemented with 
10% fetal bovine serum (FBS), 0.1 mg/ml sodium pyruvate, 0.01 IU/ml follicle 
stimulating hormone, 0.1 IU/ml human chorionic gonadotropin, and 1µg/ml estradiol-
17β in a humidified 5% CO2 incubator at 38.5oC. After 22 h of culture, COCs were 
denuded by using 0.1% hyaluronidase enzyme. Oocytes with the first polar body (1st 
pb) extrusion were considered as mature. 

2.2 Parthenogenetic activation and embryos production 

The mature oocytes were recovered in TCM-199 supplemented with 10% FBS, and 0.1 
mg/ml sodium pyruvate for at least 30 min at 38.50C, 5% CO2. After recovery, oocytes 
were activated by 5 μM calcium ionophore A23187 for 5 min, followed by treatment 
with 10 μg/ml CHX and 5 μg/ml cytochalasin B in 5 h at 38.50C, 5% CO2. Activated 
oocytes were in vitro developed (IVD) in modified synthetic oviduct fluid (mSOF) 
medium supplemented with 3 mg/ml BSA.  

Oocytes were divided into 6 groups and cultured in medium supplemented with 
different concentration of curcumin (0 M (control), 0.5 M, 1 M, 5 M, and 10 M). 
Oocytes were treated with curcumin immediately after being activated with calcium 
ionophore and prolonged to 24 h to investigate the effect of curcumin on 
preimplantation development. 

2.3 Statistical analysis  

Each experiment was repeated at least three times. About 250 parthenogenetic bovine 
embryos were used for analysis of preimplantation development. All experimental data 
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were analyzed by one-way ANOVA (Analysis of variance) using the SPSS version 20 
system. A probability of p < 0.05 was considered statistically significant. 

3 Results and Discussion 

Table 76. Effects of curcumin on developmental rates. 

Curcumin 
(µM) 

No. of  
oocytes 

No. of activated oocytes developed to (%) 
2-cell (%) 4-cell (%) 8-cell (%) 16-cell (%) 

 0 51 46 (90,66)a 42 (81,63)a 32 (62,64)a 15 (29,62)a 
 0.5 32 30 (94,44)a 27 (84,13)a 16 (50,95)abc 5 (14,44)ab 
 1 48 41 (86,00)a 39 (81,66)a 25 (51,93)ab 9 (18,93)a 
 5 54 44 (81,12)a 38 (70,28)a 17 (31,67)c 4 (8,30)c 
10 42 23 (55,08)b 12 (27,57)b 3 (7,26)d 0 (0)c 

This experiment is repeated three times. Data with different letters in the same column are 
significantly different (P <0.05).  

Effects of curcumin at different concentration on development of parthenogenetic 
bovine embryos are showed in Table 1. From 2-cell to 4-cell stage, no significant 
difference was observed in the cleavage rates between the control group and the 
curcumin treated group up to 5 M. At 8-cell stage, there was a critical decreasing in 
the embryo development in 5 µM group and 10 µM group (31.67%, and 7.26%, 
respectively) in comparison with control group (62.64%) (p<0.05), while the 
percentage of 0.5 M and 1 M group slightly decreased (50.95% and 51.93%, 
respectively). The developmental rate at 16-cell stage of 5 M curcumin-treated group 
was significantly lower than that of control group (8.30% and 29.62%, respectively). 
However, there was no significant change in the proportion of embryos developed to 
the 16-cell stage of curcumin treated groups at 0.5 M (14.44%) and 1 M (18.93%). 
Importantly, treatment with curcumin at 10 M caused hazardous to the embryos since 
the developmental rates of this group from 2-cell stage to 4-cell stage, and 8-cell stage 
was extremely low (55.08%, 27.57%, 7.26%, respectively) (p<0.05) and no embryos 
reached to 16-cell stage. In conclusion, 0.5 M and 1 M was the suitable concentration 
of curcumin for treatment in preimplantation development of bovine embryos. 

Previously, several studies showed the adverse effects of curcumin on mammalian 
embryo development [3-5]. In 2012, Chen et al., reported that treatment of curcumin at 
24 μM in mouse oocytes before maturation caused the injurious effects on fertilization 
and fetal development via apoptosis [3]. In addition, the study of Huang et al., on the 
early post-implantation stage in mouse embryos treated with curcumin from 6 to 24 μM 
showed significant decrease the survival rates of blastocyst compared to the control 
group [5]. The finding in this study was matched with these reports since using 
curcumin at high dosage (10 μM) completely caused toxic to the embryos. However; 
according to our results, the tested concentration of curcumin mentioned in previous 
reports is believed that was very high for investigation the unclear mechanism of this 
natural compound in embryology. Recently, curcumin have been found as a new 
member of HDACi, a group of enzymes that can enhance the gene expression and 
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improve the development of cloned embryo (Van Thuan et al., unpublished data). Since 
the mechanism of this compound remains unclear, this study suggests that reducing the 
concentration of curcumin to 0.5-1 M is necessary for studying its mechanism and 
effects on preimplantation development of bovine embryos, especially in cloning and 
producing transgenic cow. 

4 Conclusion 

In summary, we conclude that using curcumin at high concentration (5-10 M) cause 
the injurious effects to the bovine embryos in preimplantation stage. However, 
treatment of curcumin from 0.5 M to 1 M are suitable for development of 
parthenogenetic bovine embryos. In the future, this range of concentration can be 
applied to research in the field of animal cloning. 
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Abstract. A combination of MEK1/2 and Gsk3β inhibitors (PD0325901 and 
CHIR99021, respectively), known as 2i, enhances the derivation of embryonic 
stem cells and promotes ground-state pluripotency in rodents. However, it is not 
clear how important these signals are during one-cell stage. Here, we examined 
whether 2i treatment of fertilized embryos during the one-cell stage affect their 
subsequent development in mice. First, we found that 2i treatment accelerated 
pronuclear (PN) formation. Under 2i, more than half of parthenogenetically 
activated embryos formed PN 3 h after oocyte activation but no embryos formed 
PN in control group. Further, although 2i treatment for 3 h at the one-cell stage 
allowed embryos to develop blastocysts at the similar rate to control, the offspring 
rate of 2i- treated embryos was around half of control. Thus, 2i treatment of one-
cell stage embryos present serious adverse effects on the subsequent development, 
suggesting important roles of MEK and GSK signal at the one-cell stage for 
subsequent embryonic development.  
Keywords: 2i, embryonic development, mouse 

 

1. Introduction 
The inhibition of Mek1/2 and Gsk3β (2i) maintains ES cells in a more homogenous naiv
e ground state [1]. 2i-treated ES cells show global transcriptional profiles reminiscent of 
ICM cells with reduced DNA methylation [2,3]. Therefore, 2i technology has been widel
y used to establish and maintain ES cells. On the other hand, the derivation of female mo
use ES cells in the presence of 2i and leukemia inhibitory factor (2i/L ES cells) results in 
a widespread loss of DNA methylation, including a massive erasure of genomic imprint
s, leading to impaired autonomous embryonic and placental development by tetraploid e
mbryo complementation or nuclear transplantation [4]. Thus, it has been elucidated that t
he inhibition of Mek1/2 and Gsk3β (2i) has both positive and negative effects on ES cell
s in terms of maintenance of pluripotency. However, it remains unclear how important th
ese signals are in fertilized embryos at the one-cell stage. To explore the functional prope
rties of 2i-treated embryos, we examined preimplantation development and offspring rat
e following 2i treatment. 
 
2. Materials and methods  

2.1 Animals 

mailto:skishigami@yamanashi.ac.jp
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 Oocytes were collected from female ICR mice at 8–10 weeks of age. To generate surrog
ate pseudopregnant embryo transfer recipients, we mated ICR mice with vasectomized m
ales of the same strain. ICR female mice were purchased from Japan SLC (Hamamatsu, 
Japan). All animal experiments were approved by the Animal Experimentation Committ
ee at the University of Yamanashi and were performed in accordance with the committee
's guiding principles.  
 
2.2 In vitro fertilization (IVF) and 2i treatment 

 Cumulus-oocyte complexes were collected by piercing oviducts in CZB-Hepes medium 
20 h after hCG injection. These cumulus-oocyte complexes were immediately inseminat
ed after collection. Sperm collected from the caudal epididymis of mature ICR males ov
er 10 weeks were allowed to disperse in HTF medium and were preincubated for 1 h at 3
7℃ under 5% CO2. The final sperm concentration for insemination was 1×105 sperm/ml 
in HTF. Oocytes were fertilized in vitro for 3 h in HTF and were cultured in CZB mediu
m for 96 h to examine their subsequent development. For 2i treatment, HTF was supple
mented with 1 μM PD0325901 (STEMGENT) and 3 μM CHIR99021 (STEMGENT).  
2.3 Embryo transfer 

 2i-treated and control embryos that reached the 2-cell stage at 24 h of culture were trans
ferred into the oviducts of day one pseudopregnant ICR recipient females that had been 
mated with vasectomized males.  
 
3. Results  

3.1 Effect of 2i on pronuclear formation after oocyte activation 

We often found PN in 2i-treated embryos after IVF in the presence of 2i (Fig. 1). Theref
ore, we assessed PN formation speed by a microscopy every 2 h after IVF. As shown in 
Table 1, most 2i-treated embryos formed PN within 5 h, which is 1-2h faster than contro

l. 
Table 1. Pronuclear formation during 2i treatment following IVF 

Treatment No. of 
oocytes 3 h (%) 5 h (%) 

control 63 0(0) 51(81) 
2i 3h 108 83(77) 106(98) 
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Fig. 1. 2i treatment accelerated PN formation. 
 

3.2 Preimplantation development after 2i treatment 

 After 96 h culture, more than 90 % IVF embryos developed to the blastocyst stage in co
ntrol and 2i-3h. Thus, 2i treatment for 3 h did not seriously impact on preimplantation de
velopment. 
 
Table 2. Preimplantation development after 2i treatment 

Treatment No. of 
embryos 2 PN No.(%) of IVF embryos 

2 cell 4/8 cell morula blastocyst 
control 62 61 60 (98) 60 (98) 60 (98) 60 (98) 
2i 3h 79 67 65(97) 64 (96) 63 (94) 60 (90) 

 
3.3 Effect of 2i on offspring production 

 To assess effect of 2i treatment on offspring rates, we performed embryo transfer and fo
und that offspring rates of 2i treated embryos decreased. This data suggests that 2i treatm
ent does not impair preimplantation development but does postimplantation developmen
t.  
Table 3. Offspring production after 2i treatment 

Treatment No. of  
embryo transfer Offspring (%) Absorption (%) 

control 128 56 (44) 75 (59) 
2i 3h 64 14 (22) 22 (34) 

 
4. Discussion 
 In this study, we demonstrated that the inhibition of Mek1/2 and Gsk3 during one-cell st
age impacts on developmental potential of fertilized embryos not in preimplantation but 
rather postimplantation. Although currently, the underlying mechanism remains unclear, 
our data suggest that these signals play an important role in not only PN formation but al
so reprogramming to maintain the full-tem development.  
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Abstract. After fertilization, mouse embryos form two types of cells, the 
trophectoderm (TE) and inner cell mass (ICM), by the early blastocyst stage. On 
the other hand, the morphological changes that occur during the development 
occur concomitantly with dynamic changes in the metabolism of the embryo. 
However, it remains unclear how the metabolism is linked to the differentiation. 
Here, we examined whether glucose metabolism affect normal differentiation. 
First, CZB without glucose allowed IVF embryos to develop to the blastocyst and 
showed normal expression of Nanog and Cdx2. Next, embryos were cultured in 
CZB supplemented with 5 mM glucose and 2-Deoxy-D-glucose (2DG), an 
inhibitor of glucose metabolism. Although the blastocyst rates were reduced, about 
20% embryos reached the blastocyst stage. However, Nanog was ectopically 
expressed in the TE of these blastocysts. Our data suggest that glucose metabolism 
may play an important role in normal blastocyst formation and differentiation.   
Keywords: glucose metabolism, preimplantation development, differentiation, 
mouse 

1 Introduction 

After fertilization, trophectoderm (TE) specification, the earliest cell differentiation even
t, occurs in the 8-to 16-cell compacted morula in mice [1]. At the blastocyst stage, the ou
ter blastomeres of the embryo form a monolayer of epithelial cells, TE, that envelops the 
inner cell mass (ICM). Along, at the early stages, the embryo predominantly uses the car
boxylic acids pyruvate and lactate as its preferred energy substrates [2], followed by a sw
itch in nutrient preference to a glucose-based metabolism by the blastocyst stage [3]. The
n, glucose has become the preferred nutrient. A large number of recent studies suggest m
etabolism is linked to cell proliferation and differentiation in stem and cancer cells [4]. H
ere, we examined whether normal differentiation is impaired by inhibition of glucose me
tabolism by 2DG, an inhibitor of both hexokinase and glucose-6-phosphate isomerase [5,
6], which is known to prevent embryonic development [7].  

2 Materials and methods  

2.1 Animals 

 Oocytes were collected from female ICR mice at 8–10 weeks of age. To generate surrog
ate pseudopregnant embryo transfer recipients, we mated ICR mice with vasectomized m
ales of the same strain. ICR female mice were purchased from Japan SLC (Hamamatsu, 
Japan). All animal experiments were approved by the Animal Experimentation Committ
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ee at the University of Yamanashi and were performed in accordance with the committee
's guiding principles.  
 
2.2 In vitro fertilization (IVF)  

 Cumulus-oocyte complexes were collected by piercing oviducts in CZB-Hepes medium 
20 h after hCG injection. These cumulus-oocyte complexes were immediately inseminat
ed after collection. Sperm collected from the caudal epididymis of mature ICR males ov
er 10 weeks were allowed to disperse in HTF medium and were preincubated for 1 h at 3
7℃ under 5% CO2. The final sperm concentration for insemination was 1×105 sperm/ml 
in HTF. Oocytes were fertilized in vitro for 3 h and were cultured in CZB medium for 96 
h to examine their subsequent development. 2DG were supplemented by dilution of 0.55 
M stock solution. 
 
2.3 Immunohistochemistry  

For immunostaining of the blastocysts, the primary antibody used was an anti-Cdx2 mou
se monoclonal antibody (BioGenex, Inc., San Ramon, CA, USA) for detecting the TE. T
he secondary antibodies were Alexa Fluor 488-labeled goat anti-rabbit IgG and Alexa Fl
uor 568-labeled goat anti-mouse IgG (Molecular Probes Inc., Eugene, OR, USA). DNA 
was stained with DAPI (2 g/ml; Molecular Probes, Inc.). 

3 Results  

3.1 Effect of no glucose on preimplantation development 

 After 96 h culture in CZB without glucose, embryos formed blastocysts at a lower rate t
han in CZB with glucose (Table 1). Immunofluorescent study with anti-Cdx2 and Nanog 
antibodies revealed no difference of their expression patterns (Figure 1).  
 
Table 1. Preimplantation development of emrbyos cultured with and without glucose 

  No. PN 2cell (%) 4-8cell (%) Morula (%) Blastocyst (%) 

CZB(+Glucose) 130 120 117 (98) 116 (97) 109 (91) 95 (79) 

CZB(-Glucose) 117 111 108 (97) 106 (95) 92 (83) 60 (54) 
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Fig. 1. Immunolocalization of Cdx2 (red) and Nanog (green) in blastocyst. 

 
3.2 Preimplantation development in the presence of 2DG 

 After 96 h culture in CZB with 2DG, embryos formed blastocysts at a lower rate than in 
CZB with glucose (Table 2). Immunofluorescent study with anti-Cdx2 and Nanog antibo
dies revealed high incidence of Nanog expression of outer cells (Figure 2). 
 
Table 2. Preimplantation development in the presence of 2DG 
1. 2
DG 

2. N
o 

3. P
N 

4. 2
cell (%) 

5. 4
-8cell 
(%) 

6. m
orula (%) 

7. b
lastocyst 

(%) 
8. 0 
mM 

9. 9
5 

10. 9
3 

11. 9
1 (98) 

12. 8
8 (95) 

13. 8
2 (88) 

14. 7
4 (80) 

15. 0
.5 mM 

16. 1
24 

17. 1
22 

18. 1
18 (97) 

19. 1
10 (90) 

20. 1
00 (82) 

21. 5
9 (48) 

 

 
Fig. 2. Immunolocalization of Cdx2 (red) and Nanog (green) in blastocyst treated with 

2DG. 
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4 Discussion 

 In this study, we examined a link of glucose metabolism to cell differentiation during pr
eimplantation development. Our data suggest that embryos form blastocysts with normal 
differentiation of TE. In contrast, 2DG treatment led to ectopic expression of Nanog in T
E. These data suggest that hexokinase and glucose-6-phosphate isomerase may be involv
ed in normal specification and differentiation.  
 
Acknowledgement 
We gratefully acknowledge discussions and technical support with Drs. T. Wakayama an
d M. Ooga. This work was supported by JSPS KAKENHI Grant (Numbers 17K08134 to 
SK, 16H02593 to TW and SK).  
 
References 

Rossant J. and Tam P.P. Blastocyst lineage formation, early embryonic asymmetries and axis patterning in 
the mouse. Development 136, 701-713 (2009). 

Leese, H. J. et al. Metabolism of the viable mammalian embryo: quietness revisited. Mol. Hum. Reprod. 1
4, 667-672 (2008). 

Habibi, E. et al. Whole-genome bisulfite sequencing of two distinct interconvertible DNA methylomes of 
mouse embryonic stem cells. Cell Stem Cell 13, 360–369 (2013) 

Agathocleous M. & Harris W.A. Metabolism in physiological cell proliferation and differentiation. Trends 
Cell Biol. 23, 484-492 (2013). 

Wick A. et al. Localization of the primary metabolic block produced by 2-deoxyglucose. J. Biol. Chem. 2
24, 963 – 969 (1957). 

Tennant D.A. et al. Targeting metabolic transformation for cancer therapy. Nat. Rev. Cancer 10, 267 – 277 
(2010) 

Thomson J.L. Effect of inhibitors of carbohydrate metabolism on the development of preimplantation mo
use embryos. Exp. Cell Res. 46, 252-262 (1967). 
  



789 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Activation of Mouse Oocytes by mRNA Injection of 
Phospholipase Cζ Derived from Different Species 

 
Naoki Hirose1, Yunosuke Yamamoto1, Masatoshi Ooga1, Satoshi Kamimura2, 

Sayaka Wakayama2, Junya Ito3, Teruhiko Wakayama1. 2 
 

1Faculty of Life and Environmental Science, University of Yamanashi, Japan, 
2Advanced Biotechnology Center, University of Yamanashi, Japan, 

3School of Veterinary Medicine, Azabu University, Japan, 
twakayama@yamanashi.ac.jp 

 
Abstract. The use of interspecies fertilization clould be an important tool to fully 
understand the phenomenon of fertilization. Phospholipase Cζ (PLCζ), which is 
first identified sperm-born oocyte activating factor, harbors the species-specific 
characters in the oocyte-activating mechanism. Thus, it is useful to understand 
whether oocytes activated with different species PLCζ can develop normally 
without causes hybrid embryo, which usually degrade during development. Here, 
we investigate whether mRNA of mouse and horse PLCζ can activate mouse 
oocytes without reduce the embryo development after fertilization. When mRNA 
of mouse or horse PLCζ were injected into mouse oocytes, although many of 
oocytes were activated after mRNA injection, the rate was varied from 0% to 
100%, irrespective of species. Second, we tried to detect the appropriate 
concentration of mouse and horse PLCζ mRNA for activate the mouse oocytes 
without compromise their developmental potential. Finally we tried to generate 
healthy mouse offspring from inactivated mouse spermatozoa with mouse and 
horse PLCζ mRNA.  
Keywords: PLCζ, Activation, ICSI. 

 
1 Introduction  
PLCζ was first identified in the mouse as a sperm-specific phospholipase C isoform 
responsible for the initiation of Ca2+ oscillations [1]. After that, orthologues of PLCζ have 
been identified in various vertebrates, and those were oocyte-activating factor, harbors 
species-specific differences [2-4]. For example, PLCζ-induced calcium oscillation is 
different among species; the frequency and duration show species-specific pattern [3]. 
However, whether the difference of PLCζ between the mouse and other mammalian 
species affects the subsequent development to term remains elusive [5]. In this study, we 
forced on whether mRNA of mouse and horse PLCζ can activate mouse oocytes 
effectively without compromise the embryo development.  

 
2 Materials and Methods 

2.1 Animals and oocytes preparation 

ICR mouse strain was used for all experiment, such as Spermatozoa and oocytes 
collection, recipient and male or vasectomized male. Female mice were superovulated by 
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the injection of 7.5 IU of equine chorionic gonadotropin, followed by 7.5 IU of human 
chorionic gonadotropin (hCG) after 48 h. Cumulus-oocyte complexes (COCs) were 
collected and then treated with 0.1 % hyaluronidase to disperse the cumulus cells. 

 
2.2 In vitro transcription and mRNA injection 

Complementary DNA of mouse and horse PLCζ were cloned into pTNT vector. With 
using these plasmids as templates, mRNA were synthesized by using a Ribomax RNA 
synthesis system (Promega) according to manufacturer’s instruction. These mRNA were 
injected into the cytoplasm of mouse oocytes with using a piezo drive (PRIME TECH) at 
the different concentrations. In some case, those injected oocytes were cultured with 
Cytochalasin B for 6 hours to prevent the second polar body extrusion. 

 
2.3 Inactivated sperm preparation 

Epididymides were obtained from male mice. A few drops of the dense sperm mass were 
placed into Hepes-CZB [6]. To inactivate the sperm they were treated with 10 mM NaOH 
and then neutralized with 10 mM HCl to give a final pH of 7.3 [7]. 

 
2.4 Intra cytoplasmic sperm injection (ICSI) and embryo transfer 

As described previously [8], application of several piezo pulses separated the spermatozoa 
head from the tail, and the head was then injected into the oocyte. Pronucleus formation 
was checked at 6 h after ICSI. Embryos at the two-cell stage were transferred to a day 0.5 
pseudopregnant mice. At day 18.5 of gestation, offspring were delivered by cesarean 
section. The remaining unused embryos were cultured for up to four days to evaluate their 
potential for developing into blastocysts. 
3 Resultsx 

3.1 Activation rate of mouse oocytes after injection of mouse and horse PLC 
mRNA 

 
In the preliminary experiment, we found that mouse and horse PLCζ mRNA could 
activate mouse oocytes irrespective of species, but the rate was varied between experiment 
days. As shown in Fig. 1, the rate of oocytes activation depends on the production lot. 
Therefore, we selected the highest quality of lots before start main experiment. When 
those mRNA were injected into mouse oocytes, more than 90% of oocytes were activated 
irrespective of the concentration of mRNA or animal species.  
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Fig. 1 Differences of activation rate among different lot of mRNA 
 

3.2 Development of embryos after activated with mouse or horse PLCζ mRNA 

 
When mRNA injected and diploid parthenogenetically activated oocytes were cultured 
for 4 days, some of embryos develop to blastocyst, but the rate depends on the 
concentration of mRNA. When those appropriate concentration of mRNA were injected 
into oocytes, in which inactivated spermatozoa were injected beforehand, more than half 
of embryos developed to blastocyst irrespective of mouse or horse PLCζ mRNA. After 
embryo transfer, we could obtained healthy offspring from both PLCζ mRNA injected 
oocytes.  

 
Fig. 2. Embryonic development after mouse (a) or horse (b) PLC mRNA injection. 
 

4 Discussion 

a b 

a b 
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In this study, we demonstrate that mouse and horse PLCζ mRNA could activate mouse 
oocytes without compromise the developmental potential of embryos if ap-propriate 
concentration of mRNA were injected. Although appropriate concentra-tions of mRNA 
were different between mouse and horse, both embryos fertilized with inactivated 
spermatozoa could develop to full term. This result suggests that the spe-cies-specific 
difference of PLCζ is not important for the oocytes activation and fol-lowing 
development. 
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Abstract. Parthenogenesis is a process in which embryos are produced without 
sperm presence. Although parthenogenetic embryos cannot develop to full-term, 
these embryos show a great potential to generate histocompatible stem cells 
(parthenogenetic embryonic stem – pES cells) for transplantation. Our previous 
study has demonstrated that epigenetic impairments in parthenogenetic embryos 
may act as constraints for proper development. In addition, Outbred ICR mouse 
is also considered as one of the most difficult strains to generate ES cells. 
Therefore, we investigated the effect of ICR mouse genetic background on 
establishment of pES cells. Matured mouse oocytes were parthenogenetically 
activated using strontium chloride (SrCl2) combined with cytochalasin B (CB) to 
produce diploid embryos for pES cell establishment. We found that in vitro 
blastulation rate of parthenogenetic embryos was lower than that of in vivo 
fertilized ones (51.9% vs 88.7%, respectively). Blastocysts developed from 
parthenogenetic embryos also expressed lower quality, which was demonstrated 
by lower total cell number. Two ES cell lines – fertilized (fES) and pES cell lines 
have also been successfully established; however, establishment rate was still 
very low. To sum up, blastocyst quality and genetic background of ICR mouse 
may contribute to aberrant development and embryonic stem cell formation in 
parthenogenetic embryos. 
Keywords: ICR, Parthenogenesis, Parthenogenetic Embryonic Stem Cells. 

1 Introduction 

Fertilized embryonic stem cells (fES cells) have been focused in the past decades for 
their ability to be self-renewable and can differentiate into any types of cells. However, 
fES cell therapy is still controversial due to ethical problems and immunorejection in 
grafting. Therefore, parthenogenetic embryonic stem (pES) cells seem to be a very 
potential candidate for stem cell therapy as it can bypass current problems. Due to lack 
of paternal genes in the genome, pES cells show defects in the ability to differentiate 
into many cell types in the body, especially towards the mesoderm and endoderm layer. 
Aberrant epigenetic modifications during preimplantation development of 
parthenogenetic embryos may contribute to this abnormality. Our previous study (Ngan 
et al., 2018) has demonstrated that Heterochromatin Protein 1 localization, methylation 
of histone H3 and acetylation of histone H4 were abnormal in parthenotes compared to 
fertilized counterparts.  This indicates that there may be a relationship between 
epigenetic modifications, establishment and differentiation capacity of pES cells. 
Previously, our lab has already established ES cells from B6D2F1 strain, and we would 
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like to apply the establishment condition in the ountbred ICR mouse strain. As a result, 
this study was conducted to investigate the condition for establishing pES cells in vitro, 
and study about the relationship between aberrant epigenetics in parthenotes and 
establishment rate of pES cells from ICR strain.  

2 Materials and Methods 

2.1 Mice and Reagents 

ICR mice (8-10 weeks old) were used as oocyte and embryo donors. Animals are 
maintained in accordance with the guidelines of International University – Vietnam 
National University, Ho Chi Minh City. All chemicals were purchased from Sigma 
Chemical Co. (St. Louis, MO) unless otherwise stated. 
2.2 Parthenogenetic Activation and Embryo Culture 

Female ICR mice were superovulated by intraperitoneal injection of 5 IU of PMSG, 
followed 48 h later by 5 IU of hCG. Oocytes were then activated with 10 mM SrCl2 and 
5 µg/mL cytochalasin B (CB) for 6 h at 370C under 5% CO2 in air. Activated oocytes 
were transferred to mCZB medium supplemented with 0.5% BSA for 4 days. For 
control, normal embryos at the 2-cell stage were collected from an ICR female 2 d after 
mating with an ICR male [1].  
2.3 Blastocyst Quality of Parthenogenetic and Fertilized Embryos  

Embryos were fixed in 4% Paraformaldehyde and DNA was counterstained with 2 
µg/ml 4,6-diamidino-2-phenylindole (DAPI; Molecular Probes) for cell number 
assessment as described by [2].  
2.4 Establishment of Parthenogenetic and Fertilized ES cells 

Expanded blastocysts were treated with acid Tyrode’s solution to remove the zona 
pellucida and placed in gelatinized 96-well multiwell dishes in ES medium. At day 6-
7, colonies were passaged to be cultured on MEF feeder layer, as described by [1]. 
2.5 Statistical Analysis 

Data were analyzed by Anova using Microsoft® Excel. Significant level was considered 
at p < 0.05. 

3 Results 

3.1 Parthenogenetic Activation and Embryo Culture 

From 2-cell to morula, the rate of development was not different; however, blastulation 
rate of parthenogenetic embryo was significantly lower than that of in vivo fertilized 
embryo (51.9 vs 88.7 %, p < 0.05) (Error! Reference source not found.). DAPI 
staining (Fig. 1B) showed that the total cell number of parthenogenetic blastocysts was 
significantly lower than that of in vivo fertilized ones (46.0 ± 6.01 vs 71.3 ± 3.56, p < 
0.05) (Error! Reference source not found.). 
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Table 77. Preimplantation development and blastocyst quality of parthenogenetic and fertilized embryo 
 Activated 

oocytes/fertilize
d embryos 

2-
cell 
(%) 

4-
cell 
(%) 

8-
cell/morul

a (%) 

Blast
ocyst 
(%) 

Total 
cell 

number 
(replicates) 

Parthenoge
netic embryo 308 308 

(100.0)a 
307 

(99.7)a 
307 

(99.7)a 
160 

(51.9)a 
46.0 ± 6.01a 
(20) 

Fertilized 
embryo 311 311 

(100.0)a 
311 
(100)a 

300 
(96.4)a 

276 
(88.7)b 

71.3 ± 3.56b 
(20) 

Activated oocytes possess two pronuclei (Fig. 1Aa) 
a,b: Values in the same columns with different superscripts are significantly different (P <0.05) 

 
Fig. 174. (A) Developmental stages of parthenotes. (a) pronuclei (white arrows); (b) 2-cell; (c) 4-cell; (d) 8-
cell; (e) morula; (f) early blastocyst; (g) expanded blastocyst; (h) hatching blastocyst; (i) hatched blastocyst. 
Bar = 10 µm. (B) Blastocyst’s total cell number by DAPI staining. (a) fertilized blastocyst; (b) 
parthenogenetic blastocyst. Bar = 20 µm. 

3.2 Establishment of fES and pES cell lines from ICR mice 

fES and pES cells from B6D2F1 mice was used to compare the efficiency in 
establishing protocol [3]. We only observed a few colonies appeared from ICR 
blastocysts and they were very sensitive to the trypsinization in subculturing. ES cells 
from ICR also proliferated more slowly and the number of colonies were limited 
compared to ES cells from B6D2F1; however, the morphology was similar (Fig. 2).  
Genetic background of this mouse strain might affect ES cell establishment, and we are 
trying to use histone deacetylase inhibitors to improve pES cell establishment rate 
(unpublished data). 

 
Fig. 175. ES cell establishment from ICR mice. (a) Zona-free blastocyst. (b) Blastocyst attached to the 
bottom: TE cells spread out and ICM cells expanded. (c) ICM outgrowths ready for disaggregation. (d) 

Small colonies after 1st disaggregation. (e) Colonies after 1st passage (circle). Bar = 10 µm. (f) fES cells and 
(g) pES cells from ICR after several passages (white asterisks). Bar = 500 µm. 
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4 Discussion 

Lower blastulation rate and average cell number of parthenogenetic embryos compared 
to fertilized counterparts may be due to nonoptimal activation protocol and 
monoparental constitution [4] of these embryos. We used ICR mice as an oocyte donor 
as until now, ICR is the most available mice here in Vietnam. However, this mouse 
strain is considered one of the most inefficient one to generate ES cells in vitro [5]. 
Previous studies suggested that the ICR strain might have inhibitory genetic factor(s) 
for ES cell formation [5]. Although there has been  attempt to establish ES cell line 
from ICR stock, the derivation rate was very limited [6]. These studies suggested that 
although ES cell lines could be established from ICR strain, establishment rate was 
significantly lower when compared to other mouse strain. In the case of pES cells from 
ICR, until now there is still no report about successful establishment of this ES cell line. 
As a result, effect of genetic background on ES cell derivation should be in depth 
investigation. As histone deacetylase inhibitors were demonstrated to facilitate ES cell 
derivation [7], they may be promising to help overcome current drawbacks on ES cell 
establishment from ICR. 
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Abstract. Female germline stem cells (FGSCs) have the capacity of germ cells 
and thus open a new door for regenerative research and female infertility 
treatment. The isolation of FGSCs has been demonstrated for mouse, porcine, 
human… In the present study, we developed a simple and efficiency method for 
isolation and enrichment of female germline stem cells from porcine ovarian 
cortex. FGSCs increased their proliferation capacity under the influence of 
DMEM/F-12 supplement with N21 serum free culture medium. Most of the 
FGSCs were round shape after isolation and in vitro culture and formed groups 
of cells. Immunofluorescent analysis of FGSCs showed that these cells expressed 
germ cell marker Vasa. Moreover, FGSCs had a significant capacity to 
differentiate into oocyte like cells (OLCS) when co-culturing with granulosa 
cells. Our results revealed that porcine FGSCs could undergo proliferation under 
appropriate conditions and granulosa cells were effective in inducing the 
differentiation of FGSCs into OLCs. 
Keywords: female germline stem cell, oocyte-like cells, granulosa cells  

1 Introduction 

It is widely known that female mammals are born with a finite stock of mature oocytes 
that became exhausted with aging. However, since 2004, scientists from Harvard 
University revealed that the mitotically active germ cells existed in the ovaries of both 
young and adult mouse [1]. In 2009, the first successful result in isolating and purifying 
the female germ line stem cells from the ovary of neonatal and adult mice was reported 
[2]. In 2012, remarkably, FGSCs were able to be isolated from the cortex of adult 
human female ovary and have the capacity to differentiate into oocyte-like structure 
cells in vitro [3]. In 2014, our group has demonstrated that these FGSCs, which were 
present in adult porcine ovaries, had the characteristic of early primordial germ cells 
[4]. Research on FGSCs opens a new direction in reproductive biotechnology for the 
regenerative medicine and treatment of infertility. With assisted reproductive 
technologies involving cryopreservation of ovarian cortical tissue for females with 
cancer, these FGSCs, when required, can be isolated from cryopreserved ovarian cortex 
and directly differentiated to a mature oocyte stage and resultant oocytes used in in vitro 
fertilization. The cellular environment within the ovary is critical for primordial germ 
cells and oocyte development. Previous studies showed that the presence of ovarian 
granulosa cells have essential impact on primordial germ cells development and oocyte 
differentiation in vitro and in vivo via cell-cell interactions. However, a little is known 
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about how granulosa cells affect the OLCs differentiation from large mammalian 
FGSCs in vitro.  
Therefore, the aim of this study was to isolate, establish a simple and efficiency culture 
system for FGSCs and investigate the effects of granulosa cells on differentiation of 
FGSCs into oocyte-like cells (OLCs). 

2 Material and Method 

2.1 Isolation of FGSCs 

The ovarian cortical tissues (0.1-0.5mm thick) were cut and minced, then resuspended 
in DMEM/F12 medium containing collagenase (1 mg/mL) for 20 minutes and 0.25 % 
Trypsin-EDTA for 10 minutes at 37oC. Then, 10% FBS was added to inactivate the 
enzyme. The cells were passed through 40 𝜇m strainer (Biologix, USA) to remove large 
undigested tissue fragments. All the single ovarian cells were cultured in 60-mm 
gelatin-coated tissue culture dish (Corning) in DMEM/F-12 supplemented with 10% 
FBS and incubated overnight at 37°C in an atmosphere of 5% CO2. Then, the floating 
ovarian cells, were collected. and cultured in 4-well gelatin coated plate (Nunc) with 
the density 2 x 104 mL-1. Half of the culture medium was changed every other day and 
cells was required to passed at 80% confluence every 5-7 days. 

2.2 Characterization of FGSCs 

Cells were fixed, treated and then fluorescent staining was conducted as described [4]. 

2.3 Differentiation of FGSCs 

Granulosa cells were isolated from 4-6 mm porcine ovarian follicles. these cells were 
treated with Mitomycin-C and then transferred onto gelatin-coated wells. After one 
week isolation, FGSCs were transferred to granulosa cell coated culture plates. This co-
culture system was maintained for 14 days while changing the medium every 2 days. 
The differentiation culture medium included DMEM/F-12, 5 mIU/mL FSH, 1mg/mL 
Estrasdiol, 3mIU/mL LH, 10% fetal bovine serum. 
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3 Result and Discussion 

3.1 Isolation and Culture of FGSCs 

 
Fig. 176. Comparison of culture media for the isolation of FGSCs. (A) Proliferation of FGSCs 
after 1 week culture in DMEM with supplements as (a) only FBS; (b) FBS, growth factors; (c) 
N2l, growth factors. (B) FGSCs proliferation (n=3). Error bars indicate s.e.m. Scale bar 50 µm. 

To find out the most effective condition for FGSCs establishment, the cell production 
would be detected in 3 different culture media. The utility of DMEM-F12 supplemented 
with 10% fetal bovine serum (FBS) or growth factors (EGF, FGF, GDNF) (Sigma), as 
was that of DMEM supplemented with N21-Max serum free supplement (R&D 
Systems) was examined (Fig. 1A). The results showed that the free-serum medium 
significantly enhanced the proliferation of FGSCs. Although medium containing 10% 
FBS and other growth factors also promoted the cell to growth, it highly stimulated the 
proliferation of flat ovarian somatic cells, which interfered with the growth of FGSCs. 
Medium with only FBS was insufficient to enhance the proliferation of stem cells. The 
quantity of FGSC culture in free-serum medium increased significantly (Fig. 1B). 
Previous reports have shown no beneficial effect of the addition of LIF to the 
maintenance of porcine stem-like cells in an undifferentiated state [6]. Therefore, 
DMEM/F12 supplied with N2l and growth factors without LIF was considered as the 
effective medium for FGSCs proliferation. 

3.2 Characterization of FGSCs 

Immunofluorescent staining with anti-Vasa antibodies result further confirmed that 
FGSCs after one week in vitro culture were expressed germline marker Vasa (Fig. 2).  
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Fig. 177.  Characterization of FGSCs after one week culture. (A) FGSCs were immunostained 
with anti-VASA rabbit 1st antibody and Alexa-Fluor-488-labeled rabbit 2nd antibodies (green 
color). (B) Nuclear was stained with DAPI. (C) Merge. Scale bar = 50 µm. 

3.3 Differentiation of FGSCs 

 
Fig. 178.  Differentiation of FGSCs into OLCs in (A) gelatin coated dish or (B) co-culture with 
granulosa cells. Scalebar = 50 µm. 

The diameter of OLCs differentiated from FGSCs co-culturing with granulosa cells was 
significantly higher than without granulosa cells (55-60 µm and 25-30 µm, 
respectively) (Fig. 3). In our study, we found that co-cultured with granulosa cells 
resulted in the growth and development of OLCs, which demonstrated by the OLCs 
diameter increase.  

4 Conclusion 

We developed a free-serum medium for proliferation of porcine FGSCs from ovarian 
cortical tissues These FGSCs had characteristic of germ line stem cells marker Vasa. 
Furthermore, FGSCs had great potential to differentiate into OLCs by co-culturing with 
granulosa cells. Further studies of FGSCs will contribute greatly to the study of 
biological processes in primordial germ cells and oocytes for regenerative application. 
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Abstract. Oocytes are committed to deterioration in quality as they aged 
due to long time nuclear transfer manipulation which leads to the reduced 
success rate of somatic nuclear transfer (SCNT). Caffeine with an effect 
to maintain the maturation-promoting factor (MPF) from the metaphase 
of oocytes is expected to enhance the quality of the oocytes. In this study, 
the supplementation of caffeine at different maturation time points where 
oocytes reach its peak of active MPF factors (MI-MII transition and after 
MII stage) were examined on the parthenogenesis models and evaluated 
its effect in aged oocyte quality. Results indicated that 5 mM caffeine at 
MI-MII transition could efficiently rescue aged oocytes and improve the 
development of embryo derived from aging oocytes to four-cell, eight-
cell and blastocyst stage as compared to fresh oocytes. Especially, 
Caffeine could improve the quality of blastocysts through reducing DNA 
fragmentation. We conclude that caffeine supplementation during MI-
MII transition can increase the quantity and quality of parthenogenetic 
embryos derived from aging oocytes. 
Keywords: caffeine, aging porcine oocyte, in vitro maturation, 
parthenogenesis 

1 Introduction 

Cloned embryos can be produced using differentiated cells by somatic cell nuclear 
transfer (SCNT) method. However, the success rate of SCNT is still extremely low. 
One of the main causes was the decreased quality of oocyte, indicated as "aging" 
oocytes, during the process of enucleation and somatic cell which prolonged for 
approximately 6 hours. Oocyte aging was related to the content of activated MPF in the 
MII-arresting period [1]. MPF is a heterodimer of cyclin and cyclin-dependent kinase 
(Cdk), which is activated at GV breakdown by the action of phosphatase in late G2 
causing dephosphorization of T14 and Y15 of Cdk2 (p34, Cdc2) [2]. Afterwards, its 
content rises up and down as the oocyte enters and exits from M-phase, respectively, 
during the meiotic cell cycle [3]. Therefore, maintaining the level of active MPF protein 
complexes as that in the MI-MII transition or in MII stage could improve the quality of 
aging oocytes. Caffeine (1,3,7-trimethylxanthine) is known as a phosphodiesterase 
inhibitor which has been reported to inhibit Myt1/Wee2 kinase activity [4] leading to 
the inhibition of the phosphorylation of cdc2 at T14 and Y1 and enhancing the activity 
of MPF [1]. Previously, we found that 5 mM caffeine can affect to rescue aging oocytes. 
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However, effects of caffeine during MI-MII transition and after MII were not fully 
investigated. Therefore, the aim of this study is to examine the effect of caffeine 
supplementation on the porcine parthenogenetic embryo development to enhance the 
quality of mature oocytes and improve the embryo development supporting assisted 
reproductive technologies (ARTs).  

2 Materials and Methods 

2.1 Oocyte collection, oocyte maturation and oocyte aging 

Groups of 10-15 oocyte-cumulus complexes (OCCs) were aspirated from 4-6 mm 
follicles and cultured in floating drops containing TCM-199 medium supplemented 
with 10% (v/v) FBS, 0.1 IU/ml hCG, 0.1 mg/ml sodium pyruvate, and 10% (v/v) follicle 
fluid for 42 hours at 38,5oC, 5% CO2. One group was cultured with 5 mM caffeine for 
the last 15 hours of in vitro maturation (from MI-MII transition) and subsequently 
induced aging for 6 hours; the other group was cultured for 42-44 hours to reach MII 
and then treated with 5 mM caffeine for further 6 hours. All chemicals were purchased 
from Sigma.  

2.2 Parthenogenetic activation, embryo development and staining 

Mature oocytes were activated and then treated with Cytochalasin B (5 µg/mL) to 
produce parthenogenetic diploid embryos and subsequently cultured as described in [5]. 
The development of embryo was observed at the time of 24-hour, 48-hour, 96-hour, 
120-hour, and 168-hour after parthenogenesis activation for 2-cell, 4-cell, 8-cell, 
morula, blastocyst stage, respectively. The blastocysts were fixed, treated and DAPI 
stained as described [6].  

2.3 Statistical analysis 

Statistical analysis was performed by Statistical Package for the Social Science 
Statistics (SPSS) version 22. Statistical differences between groups were analyzed by 
one-way ANOVA with P-value <0.05 that was considered as statistical significant. 
Three replicates were performed to obtain the data. 

3 Results 

3.1  Effects of caffeine timing on subsequent development of parthenogenetic 
diploid embryos derived from aging oocytes 
We found that caffeine supplementation at both of the two time points (MI-MII 
transition and after MII stage) could increase developmental rate of aging oocytes as 
good as fresh oocytes (Table 1). Moreover, caffeine treatment at MI-MII transition 
increased the number of four-cell embryos (84.4%) compared to MII treatment 
(74.24%) and non-treated group (63.5%). It also reached the number of four-cell 
embryos as high as fresh oocytes (87.83%) (p >0.05). Therefore, caffeine treatment at 
MI-MII transition stage was used to treat aging oocytes to further examine the 
development till blastocyst stage. 
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Table 1. Effects of caffeine supplementation during MI-MII and after MII on subsequent development of 
parthenogenetic diploid embryos derived from aging oocytes 

 Total 
oocytes 

No. (%) of developed embryos 
 Two-cell Four-cell 

Fresh oocytes 32 30 (90,86 ± 0.48)a 29 (87.83 ± 3.04)a 

Aging oocytes 35 24 (68.85 ± 3.93 )b 22 (63.50 ± 4.92)b 
MI-MII transition 

stage 32 28 (90.56 ±  0.56)a 27 (84.44 ± 2.94)a 

After MII stage 31 27 (86.97 ± 3.49)a 23 (74.24 ± 2.98)ab 
 
Percentages with different superscript (a,b) in the same column are significantly different (p<0.05). 

 
3.2 Effects of caffeine supplementation on subsequent development of 

parthenogenetic diploid embryos derived from aging oocytes 
Mature oocytes were activated and treated with Cytochalasin B to produce 
parthenogenetic diploid embryos, then further cultured to develop to two-cell, four-cell, 
eight-cell, early blastocyst and blastocyst stage (Fig. 1).  

 
Fig. 1 Embryonic developmental stages of parthenogenetic diploid embryos derived from aging 
oocytes treated with caffeine A. Two-cell embryo B. Four-cell embryo C. Eight-cell embryo D. 
Early blastocyst. Scale bar = 30 µM E. Blastocyst. Scale bar = 35 µm. 

 
Table 2. Effects of caffeine supplementation during IVM on subsequent development of 
parthenogenetic diploid embryos derived from aging oocytes 
 

Treatment 
groups 

Two-cell 
(n) 

No. (%) of embryos 
Four-cell Eight-cell  Blastocyst 

Fresh oocyte 
Aging oocyte 

31 
32 

28 (90.0 ± 5.8) 
22 (69.4 ± 1.4) 

23 (73.6 ± 9.1) 
12 (40.1 ± 8.6) 

 10 (33.5 ± 3.7)a 
3 (10.3 ± 2.2)b 

Aging oocyte 
+ 5mM caffeine 

36 32 (87.1 ±3.7) 22 (60.9 ± 0.5)  14 (39.1 ± 0.5)a 

 
“n”: total number of two-cell embryos. Percentages with different superscript (a,b) in the same 
column are significantly different (p<0.05). 

The caffeine supplementation during MI to MII had dramatically increased the 
percentage of blastocysts (39.1%) compared to groups of aging oocytes without 
caffeine supplementation (10.3%) (p<0.05) (Table 2). In addition, caffeine treatment 
also increased the total cell number of the blastocyst. 
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Fig. 2 DAPI staining of porcine parthenogenetic diploid blastocysts derived from aging oocytes 
with (A1 bright field; A2 DAPI) and without (B1 bright field; B2 DAPI) caffeine 
supplementation. Arrow pointed at DNA fragmentation. Scale bar = 30 µm 

4 Discussion  

Aging oocytes had led to a significant decrease in percentage of embryos that could 
develop to 4-cell, 8-cell and blastocyst stage compared to those developed from fresh 
oocytes (p<0.05) (Table 1). In this study, results indicated that the supplementation of 
caffeine at MI to MII during in vitro maturation had improved the development of 
parthenogenetic diploid embryo derived from aging oocytes to four-cell, eight-cell and 
importantly blastocyst stage (Table 2). In detail, the level of MPF protein complex 
decreased over the time after the oocyte reached metaphase stage. It reported that 
apoptotic death and DNA fragmentation were related to aging oocytes which caused 
decreasing oocyte quality and lower fertilization [7]. Caffeine supplementation during 
MI-MII transition could increase the number and quality of blastocysts through 
maintaining levels of active MPF. Therefore, the addition of caffeine during MI to MII 
can reduce the DNA fragmentation in 6 hours-aging oocytes which was potential for 
enhancing the quality of embryos and blastocyst implantation ability.  
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Abstract. Interspecies somatic cell nuclear transfer (iSCNT) is a technique for 
transfer of a somatic nucleus from one species into an enucleated oocyte from 
another species. Despite iSCNT various applications for rescure of endangered 
and rare animal, the impaired development of cloned iSCNT embryos were often 
caused by abnormal epigenetic modifications. In this study, using the Histone 
deacetylase inhibitor (HDACi) Trichostatin A (TSA), we aimed at improving 
cloning efficiency of cloning by iSCNT for Bos Taurus oocytes and Bos Gaurus 
donor oocytes. Firstly, we examined optimal TSA concentrations varying from 
0, 5, 25, 50 and 150 nM then we focused on treatment duration (24, 48, 60 h post 
activation). Our results showed that 25nM increased the number of cleavage 
embryos especially in more than 8-cell stage (23%) (P<0.05). Finally, 
investigations on the duration of TSA over 24, 48 and 60 h revealed that for 25 
nM TSA, there was no significant difference between each group as only the 
control group could reach 16-cell (9%). In conclusion, we have found that TSA 
could greatly improve development rates of iSCNT cloned embryos, at 25 nM 
for 20 h treatment post activation.  
Keywords: TSA, iSCNT, embryonic development. 

1 Introduction 

Cloning by interspecies somatic cell nuclear transfer (iSCNT) refers to the employment 
of oocytes and donor cells from two different species or, to be specific, when donor 
cells are microinjected into a recipient enucleated oocyte of a different 
species/family/order/class [1]. As the oocyte is invaluable since it plays indispensable 
roles for both the human (ie. biomedical purposes) and endangered or extinct species 
(eg. conservation or rescue). Despite much effort and regardless of the species, the rate 
of blastocyst development is relatively low, ranging from 4% to 44% [2]. Trichostatin 
A (TSA) is one of the popular histone deacetylation inhibitor (HDACi) was applied to 
improve birth rate of SCNT by increase transcription activity. Previous studies 
demonstrated the effect of TSA on cloned mouse, buffalo, porcine and bovine embryos 
[3]. 

The purpose of this study is to investigate the impact of TSA – A potential HDACi 
on cloned iSCNT embryos. The experiment was divided into two parts: firstly, TSA 
was tested with 4 different concentration 5nM, 25nM, 50nM, 150nM for improved 
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preimplantation development. Secondly, we studied the effect of TSA duration for 24 
h, 48 h and 60 h on the iSCNT embryo during the early development. From the results 
of this study, we would examine the potentials of TSA in improving iSCNT cloning 
efficiency, especially producing cloned Bos Gaurus and cloned bovine in Viet Nam for 
the future. 

2 Materials and methods 

2.1 Chemicals 

All chemicals were purchased from Sigma- Aldrich (St. Louis, MO, USA) unless 
otherwise stated. 
2.2 Preparation of Bos Gaurus fibroblast and Bos Taurus oocytes 

Donor fibroblasts were collected from tissues of a dead Bos Gaurus in Quang Ngai, 
2014 and stored in Liquid Nitrogen (LN2). Briefly, cryovial tubes were thawed for cell 
re-culture in Dulbecco's Modified Eagle's medium (DMEM) supplemented with FBS 
10% and cultured in incubator at 38.5oC, 5 % CO2. Fibroblast was selected from cell 
passage by 0.05% Trypsin between 3 – 7 for iSCNT. 
Bos Taurus ovaries were collected from local slaughterhouses and transported to 
laboratory within 2 h. Good, uniformed cumulus-oocyte complexes (COCs) collected 
from ovaries were cultured in TCM-199 medium supplemented with 0.1 mg/ml Sodium 
pyruvate (Na-Py), 0.01 IU/ml FSH, 0.1 IU/ml hCG and 10% FBS) 38.5oC, 5 % CO2. 
After 22 h, cumulus cells were removed by pipetting in 0.1% hyaluronidase.  
2.3 Embryo production by iSCNT 

The iSCNT protocol was performed by direct injection of Bos Gaurus fibroblast into 
enucleated Bos Taurus oocytes. Reconstructed oocytes were activated with 5 μM 
calcium ionophore A23187 for 5 mins, followed by treatment with 10 mg/ml 
cycloheximide (CHX) in mSOF medium for 5h at 38.5°C in 5% CO2 and 95% 
humidified air. After activation, the iSCNT embryos continued in vitro culture in 
mSOFaa - 0.3% BSA for preimplantation development. Cleavage rates were recorded 
every 24 hours. 
2.4 TSA treatment 

TSA optimization was performed in a serial dilution of 5, 25, 50, 150nM. TSA was 
added into activation medium with CHX – CB for 5 h before further cultured in 
mSOFaa 0.3% BSA medium for 15 h. 0 nM was the control groups. All experiments 
were done in triplicate. 
2.5 Data analysis 

Data was collected and analyzed with with SPSS Inc. software (version 20.0) (SPSS 
Inc.; Chicago, Illinois, USA). One-way analysis of variance (ANOVA) was used to 
study significant difference between treatment groups and P values less than 0.05 
(P<0.05) were considered as statistically significant. 
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3 Results 

3.1 Optimization of TSA concentration on the development of iSCNT cloned 
embryos 

At the 2-cell stage, 5nM TSA had the highest results (86%) while 150nM TSA only 
resulted in 43% (Table 1). More importantly, only embryos treated with 25 nM could 
reach the 16-cell stage, at 25%. It is worth noting that the results for group 150 nM 
remained significantly different from the remaining treatments  

Table 1. Effects of different TSA concentrations on development of iSCNT embryos 

Concentration Total no. of 
embryos 

No. of embryos at 
2-cell (%) 4-cell (%) 8-cell (%) 16-cell (%) 

0 48 31 (65)a 27 (56)a 9 (19)a 0 (0)a 

5 19 16 (84)a 12 (63)a,b 4 (21)a,b 0 (0)a 

25 20 17 (85)a 14 (70)a,b 9 (45)a 5 (25)b 

50 32 24(75)a 15 (47)a,b 5 (16)a,b 0 (0)a 
150 19 8(42)b 3 (16)b 1 (5)b 0 (0)a 
In the same column, data with different superscripts are significantly different (P <0.05) 

3.2 Effects of different TSA durations on Bos Gaurus - Bos Taurus embryonic 
development 

Cleavage results were similar between control and TSA-treated groups. Interestingly, 
there was a significant difference between control group and others at more than the 8-
cell stage with 27% embryos treated for 60 h could reached 8-cell (Table 2).  

 
Table 2. The effects of different TSA duration on Bos Taurus - Bos Gaurus embryos 

Time (h)* Total no. of 
embryos 

No. of embryos at 
2-cell (%) 4-cell (%) 8-cell (%) 16-cell (%) 

0 22 9 (41)a 6 (27)a 3 (14)a 2 (9)a 
24 23 10 (43)a 5 (22)a 3 (13)a 0b 
48 24 9 (38)a 6 (25)a 2 (8)ab 0b 
60 22 11 (50)a 10 (45)a 6 (27)a 0b 

*The concentration of TSA was 25 nM. 
In the same column, data with different superscripts are significantly different (P <0.05) 

4 Discussion 

Interspecies Somatic Nuclear Transfer Technique is potential technique, which applied 
in conservation and rescuing endangered wild animals. In this study, to solve this 
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problem, we examine the effect of TSA by optimizing both concentration and duration 
treatment on the development of cloned Bos Taurus – Bos Gaurus embryos. 

In the first experiment, we performed iSCNT to generated cloned Bos gaurus – Bos 
taurus embryos from a dead gaur’s somatic cells and Bos Taurus (or domestic cattle) 
oocytes. The fact that embryos treated with 150 nM exhibited the lowest significantly 
different cleavage rates is the indicator of TSA overdose. On the other hand, treatment 
with 25 nM yielded the highest rates over the stages, especially at 16-cell stage 
(P<0.05). Seeing that both Bos gaurus and taurus are from the same Bovidae family, it 
is likely that TSA affects iSCNT embryos of the same family in similar patterns to 
SCNT cloned embryos. In prolonged treatment TSA duration for 24h, 48h and 60 h 
experiment, the results were significantly different between treatment group and control 
group (Table 2). It can be easily deducted that treatment over 24 h obstructed embryonic 
development. TSA treatment for a long time obstructed the potential to complete 
preimplantation embryonic development. Nevertheless, as almost all embryos in this 
study could not overcome developmental block at 8-cell, which also heralded the start 
of zygotic gene activation (ZGA), it lacks evidence to draw any conclusion.  

Basing on the result, we continue replicating experiment to determine the duration 
TSA, which can increase the successful rate of cloned bovine embryos, especially 
improving the cleavage rate of iSCNT to the blastocyst stage and full-term development 
for conservation of Bos Gaurus from dead Bos Gaurus tissue. 
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Abstract. Scriptaid, a novel histone deacetylase inhibitors (HDACi), was used to 
improve the somatic cell nuclear transfer (SCNT) bovine embryo development. 
Cloned bovine embryos was treated with 250 nM Scriptaid for 10 hours from the 
time of activation to examine the effect of Scriptaid on the preimplantation 
development. The results showed that, 250 nM significantly increased the 
cleavage rate at 24 hours after activation of cloned bovine embryos in the 
Scriptaid + group (60.0%) compare with the Scriptaid – group (45.9%). Scriptaid 
was also found to significantly increase the rate of morula stage of cloned bovine 
embryo in group cultured with 250nM Scriptaid (16.7%) compare with the 
control group (10.8%). This study showed that treatment with 250nM Scriptaid 
for 10 hours had a positive effect ondevelopment of bovine SCNT embryos. 
Keywords: HDACi, bovine SCNT, embryo development. 

1 Introduction  

The successes of cloned animals using somatic cell nuclear transfer (SCNT) technique 
opens a wide range of applications. However, these practical applications have been 
limited by the inefficiencies cloning rate which was only 1-2%. Especially in bovine, 
the abnormalities happened with high rate in embryonic, fetal, neonatal and postnatal 
cloning [1]. Although the root of the problem is still unclear, the phenomenon may 
correspond to aberrant gene expression [2]. To improve the developmental competence 
and epigenetic reprogramming of bovine SCNT embryos, many attempts to use histone 
deacetylase inhibitors (HDACi) which are common epigenetic modifiers [3, 4]. In this 
study, we attempted to improve the preimplantation development of bovine SCNT 
embryo involving the use of Scriptaid, a novel histone deacetylase inhibitor with lower 
toxicity. 

2 Materials and Methods 

2.1 Oocyte collection and somatic cell nuclear transfer 
 
Bovine antral follicles from 4 to 6 mm in diameter were aspirated to collect the 
cumulus-oocyte complexes (COCs) and cultured in maturation medium containing in 
TCM 199 supplemented with 10% FBS, 0.1 IU/ml hCG, 0.01 IU/ml FSH, 1 mM sodium 
pyruvate at 38.5oC, 5% CO2 for 22 hours. The denuded matured oocytes with first polar 



812 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

body were enucleated by aspirate the MII spindle in HEPES medium supplanted with 
10 µg/ml cytochalasin B using 12 µm inner diameter micromanipulator pipette. 

After that, the prepared bovine ear fibroblast cells will be transfer to the enucleated 
oocytes using an injection micromanipulator pipette. The reconstructed oocytes will be 
recovered for 2 hours in in vitro maturation medium without hormone supplement 
before activation. 

2.2 Activation and in vitro development 

All reconstructed oocytes were artificially activated by 5 µM Calcium ionophore for 5 
minutes. Then, the oocytes were exposure to 10 µg/ml cycloheximide with 5 µg/ml 
cytochalasin B for 5 hours in the Scriptaid – group and supplemented with 250 nM 
Scriptaid in Scriptaid + group. The Scriptaid + group were further cultured in 250 nM  
Scriptaid for 5 hours in mSOF medium. The activated oocytes were cultured in mSOF 
medium and the embryo development were observed at 24, 48, 72 and 96 hours after  
activation, respectively to different embryo development stages: two-cell (cleavage), 
four-cell, eight-cell and morula. 

2.3 Statistical analysis 

SPSS 16 was used for statistical analysis. For each experiment, three replicates were 
performed, and the data were presented as mean percentage ± standard error of the 
mean. The data analyzed by single factor analysis of variance (ANOVA) followed by 
Turkey test. P values less than 0.05 were considered as statistically significant. 

3 Results 

3.1 Effects of Scriptaid on cleavage timing of cloned bovine embryos 

 The cleavage rate at 24 hours after activation of cloned bovine embryos was 
significantly higher in the Scriptaid + group (60.0%) compare with the Scriptaid – group 
(45.9%) (Table 1 and Fig. 1). 
 
Table 78.    Cleavage rate of cloned bovine embryos at 24 hours after activation  

Treatment Number of Examined 
SCNT oocytes 

No. (%) of SCNT oocytes cleavage 

Scriptaid - 37 17 (45.9)a 
Scriptaid + 30 18 (60.0)b 
“Scriptaid – “: cloned embryos cultured in medium without Scriptaid, “Scriptaid +”:  embryos cultured in 
medium supplemented with 250 nM Scriptaid for 10 h from the time of activation. Data with different 
superscripts in the same colum differ significantly different.  
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3.2 Effects of Scriptaid on cloned bovine embryo development 

 The rate of cloned bovine embryos developted to the morula stage were significantly 
higher in embryo groups cultured with 250nM Scriptaid (16.7%) compare with the 
control group (10.8%). 

Table 79.    Effects of Scriptaid on cloned bovine embryo development after activation 

IVM treatment No. of SCNT oocytes 
Examined 

No. (%) of embryos at 
2 - cell 4 - cell 8 - cell Morula 

Scriptaid - 37 21 (56.8) 19 (51.4) 10 (27.0) 4 (10.8)a 

Scriptaid + 30 19 (63.3) 18 (60.0) 10 (33.3) 5 (16.7)b 

“Scriptaid – “: embryos developed in medium without Scriptaid, “Scriptaid +”:  embryos developed in 
medium supplemented with 250 nM Scriptaid for 10 hours from the time of activation. 
Data with different superscripts in the same colum differ significantly different.  
 

 
Fig. 2. Embryo development of cloned bovine embryos. A: 2-cell, B:4-cell, C:8-cell, D: 
Morula. Scale bar = 100 µm. 

 

4 Discussion 

Although the reasons for the improvement of the pre-implantation development of 
bovine SCNT embryos using epigenetic modifiers is unknown, probably that they 
involved in the change in epigenetic status. It is possible that hyperacetylation of the 
histone core can be induced by HDACi resulting in changing the structure of chromatin 

Fig. 179. Cloned bovine embryos at 24 hours after activation. A: Scriptaid + group, B: 
Scriptaid - group. Scale bar = 100 µm. 
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that enable transcription and enhancing DNA demethylation of the donor cell’s genome 
after SCNT [5], which is a genetic reprogramming necessary part [6]. In fact, numerous 
studies have clearly proved that using HDACi can improve nascent mRNA production 
and histone acetylation [7], [8] in a way similar to that in normally fertilized embryos. 

Wang [9] and Akagi [4] found that, treatment with 500 nM Scriptaid for 14 hours 
and 5nM Scriptaid for 20 hours significantly increased the blastocyst formation rate of 
cloned bovine embryos. In this study, 250nM Scriptaid treatment for 10 hours was 
found to effectively increased the cleavage embryos at 24 hours after activation and 
improve the development of cloned bovine embryos to the morula stage. Therefore, 
Scriptaid has a positive effect on the cloned embryo development in bovine. 
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Abstract. In this study, cumulus-oocyte-complexes (COCs) were collected from 
bovine ovaries by two methods – dissection and aspiration. After culture, 
dissection gave higher maturation rate (89.5%) than by aspiration (79.5%) 
(P<0.05). Besides, we examined the effects of activation systems on the 
developmental rate of parthenogenetic diploid bovine embryos. The in vitro 
maturation oocytes were 5 min-activated in either Calcium Ionophore A23187 (5 
µM) or Ionomycin (5 µM or 10 µM) and following by either 6-Dimethylamino 
purine (2 mM) in 3 h or Cycloheximide (10 µg/ml) in 5 h. A combination of 
A23187 (5µM) and CHX (10µg/mL) indicates better results comparing to others 
in cleavage rates, including formation of the 2-cell (84.1%), the 4-cell (59.1%), 
the 8-cell (29.5%) stage embryo (P<0.05). In contrast, the lowest rate was given 
by combination of Ionomycin (5µM) and 6-DMAP (2mM): 65.0% for two-cell 
embryos, 42.5% for four-cell embryos, and 22.5% for eight-cell embryos. In 
conclusion, this study suggested that oocyte collection by dissection produce 
higher amount of oocyte collection as well as greater maturation rate than by 
aspiration. In addition, a combination of 5 µM A23187 for 5 min followed by 10 
µg/ml CHX for 5 h were presented as optimal activated protocols for 
parthenogenetic bovine embryos. 
Keywords: COCs collection, Bovine chemical activation, Parthenogenesis. 

1 Introduction 

The COCs collection skills are very important to harvest a great number of good quality 
oocytes for in vitro maturation. Oocytes are collected by two methods: (1) Aspiration, 
which is using a syringe connected to a needle to release COCs from ovaries (2) 
dissection – using a blade to slice the surface of ovaries. It has been reported in bovine  
dissection of ovaries followed by washing with oocytes collection medium were 
effective in obtaining a higher number of immature oocytes [1]. Many different 
methods have been used to mimic the activation induced by spermatozoa in the oocytes 
by electric pulses or by chemicals such as ethanol, calcium ionophore (A23187), 
ionomycin, cycloheximide, or 6-dimethylaminopurine (6-DMAP) [2, 3]. Nowadays, 
utilizing modern assisted reproduction technique (ART) on targeted animals promises 
great potentials for the improvement of livestock in developing countries with 
agricultural background. Establishment of a standard operation procedure of ART in 
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laboratory is the prior requirement which will be the comprehensive foundation for 
animal reproduction in Vietnam. Therefore, in this study, we performed experiments to 
examine the effect of (1) different collecting methods of bovine COCs from slaughtered 
ovaries and (2) different chemical activation methods of on development of bovine 
parthenogenetic embryos. 

2 Materials and Methods 

2.1 In vitro maturation of bovine oocyte 

The COCs were collected from 4-8mm follicles of bovine ovaries by aspiration using 
an 18-gauge needle. Besides, 4-8 mm follicles were isolated from ovaries by dissected 
in PBS-PVA then follicles were opened and COCs were collected with fine forceps. In 
each collection method, the quality of COCs oocyte was classified into 2 subgroups, 
including A (>4 cumulus layers) and B (≤4 cumulus layers). Collected COCs from those 
two methods were in vitro maturation culture (IVM) in TCM-199 + 1mM Sodium 
Pyruvate, 0.1 IU/mL hCG, 10% Fetal Bovine Serum, 0.01 IU/mL FSH in 5% CO2 
incubator at 38.50C for 22 h. Expanded COCs were removed in Hyaluronidase 0.1%. 
Matured oocytes with 1st polar body were incubated in modified Synthetic Oviduct 
Fluid (mSOF) medium + 3 mg/mL Bovine Serum Albumin for further experiments. 

2.2 Parthenogenetic diploid activation of bovine oocytes 

To investigate the optimal chemical activation treatment after IVM, 6 groups of 
treatments were processed: (1) (A-D): A23187 (5 µM) in 5 min, followed by 6-DMAP 
(2 mM) plus CB (5 µg/ml) in 5 h; (2) (I5-D): A23187 (5 µM) in 5 min, followed by 6-
DMAP (2 mM) plus CB (5 µg/ml) in 5 h; (3) (I10-D): A23187 (5 µM) in 5 min, 
followed by 6-DMAP (2 mM) plus CB (5 µg/ml) in 5 h; (4) (A-C): A23187 (5 µM) in 
5 min, followed by CHX (10 µg/ml) plus CB (5 µg/ml) in 5 h; (5) (I5-C): Ionomycin 
(5 µM) in 5 min, followed by CHX (10 µg/ml) plus CB (5 µg/ml) in 5 h; (6) (I10-C): 
Ionomycin (10 µM) in 5 min, followed by CHX (10 µg/ml) plus CB (5 µg/ml) in 5 h. 
Activated oocytes were culture for development in mSOF medium at 38.50C, 5% CO2. 

2.3 Statistical analysis 

Statistical Package for the Social Science Statistics (SPSS) version 20.0 was used for 
statistical analysis. T-test (2-tail) and one-way analysis of variance (ANOVA) followed 
by Turkey’s test for multiple comparison was used to study significant difference 
between activated groups. P-value <0.05 was considered as statistical significant. 
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3 Results 

3.1 Effect of collection methods on maturation rate of bovine oocytes. 

The dissection method presented higher number of Class A COCs in comparison to 
aspiration method (Fig.1). The COCs collected by dissection takes higher maturation 
rate, than that by aspiration (Table 1). 

Table 80. Effects of collection methods on maturation rate on bovine oocytes 

Collection method No. of oocytes No. of mature oocyte (%) 
Dissection 133 119 (89.5)a 
Aspiration 146 116 (79.5)b 

Four replicates were carried out to obtain the data.  
Values with different letters in the same column are significantly different (P<0.05). 

 

Fig. 180. Effect of collection methods on quality of cumulus-oocyte complexes. The value with 
different letters in the same color are significantly different (P<0.05) 

Table 81. Effects of different activation treatment on development parthenogenetic bovine 
oocytes 

Activation treatment No. of oocytes No. of mature oocyte (%) 
  2-cell 4-cell 8-cell 
A-D 58 47 (81.0)a 29 (50.0)a 16 (27.6)a 
I5-D 32 24 (75.0)a 16 (50.0)a 8 (25.0)a 
I10-D 40 26 (65.0)b 17 (42.5)a 9 (22.5)a 
A-C 44 37 (84.1)a 26 (59.1)a 13 (29.5)a 
I5-C 40 32 (80.0)a 23 (57.5)a 15 (37.5)a 
I10-C 38 27 (71.1)b 18 (47.4)a 9 (23.7)a 

Values with different letters in the same column are significantly different (P<0.05). A-D: A23187 & 6-
DMAP; I5-D: Ionomycin (5 µM) & 6-DMAP; I10-D: Ionomycin (10 µM) & 6-DMAP; A-C: A23187 & 
CHX; I5-C: Ionomycin (5 µM) & CHX; I10-C: Ionomycin (10 µM) & CHX. 
 
3.2 Effects of activation protocols on development of parthenogenetic diploid 

activation 

Bovine oocytes treated with A23187 and CHX showed highest rate for cleavage 
(84.1%), and development to 2-cell and 4-cell embryos. There was difference between 
the group of Ionomycin 10µM+6-DMAP and others, P<0.05, which showed the lowest 
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percentage of 2-cell embryos formation. In the 4-cell stage, treatment with 
A23187+CHX showed higher rate compared to others while Ionomycin 10µM+6-
DMAP. At the 8-cell stage, there were not different between Ionomycin 10µM+6-
DMAP group compared with Ionomycin 5 µM+CHX group (P>0.05) (Table2). 

4 Discussion 

This study proves that dissection method gives higher maturation rate (>10%) than by 
aspiration. For activation system, previous studies showed that when bovine oocytes 
were activated in the combination which had the presence of Ionomycin gave higher 
cleavage rate than other treatments [3, 4]. In the present study, the cleavage rate for 2-
cell (75 and 80%), 4-cell (50 and 57.5%), 8-cell (25 and 37.5%) was obtained when 
bovine oocytes were treated with Ionomycin 5µM+ 6-DMAP or CHX. Thus, 
Ionomycin 5µM+ CHX was more effective in activation than combination with 6-
DMAP. However, the combination of Calcium Ionophore A23187, which was also 
known as intracellular calcium elevator to induce the oscillation of Ca2+ concentration, 
and CHX gave the highest rates of cleavage, which was contrast to previous findings 
that A23187 would be more effective when combining with 6-DMAP [5]. In 
conclusion, a combination of recovery by dissection and activated by Calcium 
Ionophore A23187 plus CHX can improve the maturation rate, activation efficacy as 
well as preimplantation of parthenogenetic bovine embryos. 
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Abstract. In mammals, Biotin plays as a coenzyme in the metabolism of 
glucose, amino acids, and fatty acids. The present study investigated the effects 
of Biotin supplementation on the in vitro development medium (IVD) of 
parthenogenetic diploid porcine embryos. The results demonstrated that biotin 
supplement at the concentration of 10µg/ml could enhance the embryonic 
cleavage rate, full blastocysts formation, and reduced the dead embryos in 
treatment group. After 24h activation, 76.79% of treatment group reached 2-
cell embryo, whereas only 56.94% of nontreated group.  After 6 days of culture, 
the full blastocysts production in the Biotin treatment was 63.72% compared 
with 41.38% in control group (P<0.05) and it has no effect on the total number 
of blastomere cells in the blastocyst embryos. In conclusion, Biotin -
supplemented medium improved the preimplantation parthenogenetic diploid 
porcine embryos, and the present study provides useful Biotin information for 
improving embryo production in the pig.  
Key words: Biotin, parthenogenetic diploid porcine embryo, IVM, IVD 
 

1 Introduction 
There are several popular media, such as modified Whitten medium, North Carolina State 
University (NCSU)-23 medium, and Porcine Zygote Medium (PZM)-3 for producting porcine 
embryos in vitro [1]. However, in vitro development of pig embryos is usually delayed and 
has high rate of fragmentation and results in lower quality of blastocysts compared to that with 
in vivo development [2]. Numerous publishcations have evaluated energetic metabolism in 
the in vitro system, it is well known that a low metabolic and glycolytic rate and high oxidant 
agents are the main reasons for this. Therefore, a culture system that allows in vitro embryos 
to have metabolism similar to those in vivo is required. Medvedev (2004) demonstrated that 
glucose supplementation at 58 h after activation could enhance the developemt of porcine 
embryo to the blastocyst stage [3]. The other studies attempted to develop in vitro culture 
media based on supplement of MEM vitamin, these results found that MEM vitamin could 
improve the embryo production in sheep and porcine [4, 5].  
Biotin, a water-soluble vitamin (vitamin H), known in mammals serves as coenzyme 
for four carboxylases, acetyl-CoA carboxylase; pyruvate carboxylase; propionyl-CoA 
carboxylase; and 3-methylcrotonyl-CoA carboxylase, which play essential roles in the 
metabolism of glucose, amino acids, and fatty acids. Biotin deficiency causes decreased 
rates of cell proliferation, impaired immune function, and abnormal fetal development. 

mailto:nvthuan@hcmiu.edu.vn
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Evidence is accumulating that Biotin also plays an important role in regulating gene 
expression, mediating some of the effects of Biotin in cell biology and fetal development 
[6]. In our previous studies, we noted that application of Biotin at the concentration of 10 
µg/ml could improve both the rate in vitro maturation of porcine oocytes and embryo 
development during the early 2-4- cell stage [7].  In this study, we evaluated the effects 
of Biotin supplementation in in vitro culture media on the cleavage rate at 2-cell, and 
blastocyst formation in parthenogenetic diploid porcine embryos.  

2 Materials and methods 

2.1 In vitro maturation (IVM) and Electro-activation of porcine oocytes 

The oocyte cumulus granulosa cell complexes (OCGCs) were collected by dissection 
method and cultured in TCM- 199 in a 5% CO2 incubator at 38.55oC for 42 hours. After 
maturation, the porcine oocytes were activated in the Mannitol solution as described by Van 
Thuan N. et al., [8] Then, the oocytes were cultured in this medium which contained 
5.0µg/ml of cytochalasin B in 6 hours to produce parthenogenetic diploids embryos.  

2.2 In vitro development (IVD) and Biotin supplementation 

The oocytes were cultured in the NCSU 23 medium supplemented with Biotin at 
concenetration of 10µg/ml for 6 days at 38.5°C, 5%CO2. The 2-cell, and the blastocyst 
stage were observed after 24h and 120-146h culture and the number cells of blastocyst 
were evaluated by staining with Hoechst 33342. 

2.3 Statistical analysis 
The obtained data for comparisons of treatment means were subjected to analysis of 
variance (ANOVA). When a statistical significant effect was detected in parameters 
between groups by ANOVA, the analysis of variance followed by T- test was 
performed.  In all statistical models, significant differences were specified at P < 0.05. 
3 Results and discussion  

3.1 Biotin enhanced the fast-cleavage embryos at the first cell cycle 

After activation, the time points for the first cell division occur during 18 to 24h, 
delayed cleavage is one of the reasons for embryo stopping on the way of development 
[9]. The results in tabe 1 and Fig. 1 beveled that Biotin at the concentration of 10 µg/ml 
(applied the concentration from our previous studies, [7]) could enhance the rate of fast-
cleaving  and reduce the slow-cleaving  embryos (76.79% and 23.20%) compared to 
control (56.94 % and 43.05%, respectively). 

 

Table 1 Effects of Biotin supplementation on the development of parthenogenetic diploid porcine embryos 
 The rate of first cell division No. (%) blastocysts classified as 
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a/,b The data within a column with a different superscript are significantly different (p<0.05) 

 

Fig. 1 Porcine embryos after 24h of activation under the Biotin treatmentat the concentration of 
10µg/ml (a); and non treatted (b), the delayed cleavage embryos (arrow). Scale bar: 100µm.  

3.2 Biotin increases the blastocyst formation in vitro 

Reaching the blastocyst stage is one of the most important criticals for evaluating 
embryo production in vitro. However, lacking of active enzyme system for catalyzing 
energy from glucose, triglyceride, and faty acid in the oocyte is as known as the big 
barrier for embryo cleavage and the results in low blastocysts formation compared to 
in vivo environment [10]. Interestingly, Biotin has been demonstrated as the essential 
function in glucose, amino acid, and faty acid metabolism in vivo. This study showed 
that Biotin-supplemented medium enhanced parthenogenetic porcine embryos 
development, with the production of high rate blastocysts compared to control group 
(63.72 and 41.38%, respectively), but it has no effect on the quality of blastocyst 
embryo.  The date from table 1 showed there are not significant defference in the mean 
cells number per blastocyst after 6 days cultures between control and Biotin treatmen. 
Beside on, the dead embryos was higher in control group compared to treament group 
(20.13% and 10.51%, respectively) as the results of  cytotoxic effect of sub-products 
from glucolysis including aldehyde and oxidative stress [3].  

 

Fig. 2. Porcine blastocysts produced in vitro under Biotin treatment at the concentration of 
10µg/ml (a) and non treatted (b). Stained blastocysts on Day 6 in biotin treated group (c) and in 
control (d). Scale bar represents 100µm.  

 No. of 
cleaved 
oocytes 

Fast-cleaving 
embryos (%) 

Slow-cleaving 
embryos (%) 

Full blastocyst 
(%) 

Malformed Dead (%) Total No. of 
cells in Day 6 

blastocyst 

Control 
65 37 

  (56.94 ±3.47) a 
28 

(43.05±3.46) a 
27 

(41.38 ± 2.66) a 
17  

(25.55±7.53) 
13 

(20.13 ±4.97) a 
41.50±6.33 

Biotin 
(10µg/ml) 74 57 

  (76.79±8.89) b 
17 

(23.20±8.88) b 
48 

(63.72±   9.17) b 
18  

(25.76±11.49) 
8 

(10.51±2.96) b 
43.75±5.75 
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4 Conclusion 

In vitro culture conditions could influence the development of porcine embryos, the 
investigated studies to make the culture system that allows in vitro embryos to have a 
metabolism similar to those in vivo is nessessary. Therefore, how to help embryos 
improving the energy absortion is one of the new ways for enhancing the porcine 
embryos production in vtro. From our results, we found that, Biotin supplementation at 
the concentration of 10µg/ml could enhance the blastocyst embryos production in vitro 
in the pig.  
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Abstract. Vibrio parahaemolyticus is a Gram-negative bacterium of research 
importance nowadays due to its ability to cause diseases in both human and 
marine organisms. However, the bacterium expresses diminishing potential to 
grow under in vitro conditions particularly after conventional preservation and 
serial subculture. In this research, the conditions for V.  parahaemolyticus culture 
and preservation were optimized to improve its growth and survival. In brief, V. 
parahaemolyticus XN9 was cultured in different conditions of varying culture 
medium (TSB, BHI, LB and MB), NaCl concentration (2.5%, 3.0% and 3.5%), 
and pH (7.5, 8.0 and 8.5). The optimal combinations for growth was then used 
for preservation with different glycerol concentrations added (20%, 30%, and 
40%). Survival rate was measured after 1, 2 and 3 months using plating method. 
Results showed that, the optimal culture condition for V.  parahaemolyticus is 
2.5% NaCl and pH 8.5 for TSB and BHI medium; 3% NaCl and pH 8.0 for LB; 
2.5% NaCl and pH 8.0 for MB. For preservation, TSB with 20% glycerol, 2.5% 
NaCl and pH 8.0 provided best result. In conclusion, media such as TSB, BHI 
and MB can be applied to culture and preserve V. parahaemolyticus. However, 
to obtain optimal bacterial growth and survival, pH and salt concentration should 
be of concern for each one. 
Keywords: culture, preservation, Vibrio parahaemolyticus. 

 
1 Introduction 
Vibrio parahaemolyticus (V. parahaemolyticus), a Gram- negative bacterium, belongs to 
normal flora of multiple marine organisms. This bacterium was found to be major 
causative agent of Acute Hepatopancreatic Necrosis Disease (AHPND) in shrimps [1]. 
Although abundant and spreading easily in natural conditions, V. parahaemolyticus does 
not survive well when being preserved and cultured under laboratory condition for long 
time resulting in some difficulties in carrying out long-term study [2]. In fact, there are 
multiple media which can be used to culture Vibrio species, however, these media have 
not yet been assessed for optimal growth and survival of V. parahaemolyticus [3]. 
Additionally, being a marine bacterium, V. parahaemolyticus requires not only nutrients 
but also pH and a certain range of salinity for its optimal growth [4]. It has been shown 
that optimal culture conditions for V. parahaemolyticus vary among different strains and 
the bacterium normally grows well at pH from 7.6 to 8.6 and its optimal growth usually 
reaches at 1.5 - 3 % NaCl when being cultured between 30 and 37°C [4- 9]. For long-term 
preservation of V. parahaemolyticus, there have yet data suggesting the optimal condition 
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for preserving this bacterium [2]. At current, the most common method for long-term 
storage of bacteria is using bacterial glycerol stock method. It is no doubt that glycerol 
concentration influences on the survival of the bacteria during storage particularly in 
preservation of extremely low temperature (-80oC) for a long time. In this study, we aimed 
to investigate the effect of different media including Tryptone Soya broth (TSB), Zobell 
Marine (MB), Luria Bertani (LB) and Brain Heart Infusion (BHI) on V. parahaenolyticus 
growth. These types of media were used with varying NaCl concentrations and pH to 
optimize the best condition for culturing and preserving V. parahaemolyticus. Different 
concentrations of glycerol were also applied to find out optimal concentration to preserve 
this bacterium. 
2. Material and method 

2.1. Bacterial preparation and testing conditions 

V. parahaemolyticus XN9, provided by Nha Trang University, was used in the study.  
To compare the growth of V. parahaemolyticus XN9 among different conditions, the 
stock culture of V. parahaemolyticus were first inoculated on thiosulfate-citrate-bile-salt-
sucrose (TCBS) agar and incubated 24 hours at 30ºC [4]. Colonies of V. parahaemolyticus 
strain XN9 were transferred into a flask containing 4 mL of the fresh medium and 
incubated for two hours at 30 ºC. 100 µL of the culture is added into 90 mL of medium 
either TSB, BHI, LB, or MB containing either 2.5%, 3.0% or 3.5% NaCl and at pH values 
either 7.5, 8.0, or 8.5 (Table 1).  
For preservation, V. parahaemolyticus XN9 was inoculated into 8 mL of sterile medium 
(TSB, MB, LB or BHI) containing either 2.5%, 3.0% or 3.5% sodium chloride and at pH 
values either 7.5, 8.0 or 8.5 (Table 1). The tubes were incubated at 30 °C for 12 hours. 
After incubation, glycerol was added into the cultures at different concentrations (Table 
1) and mixed well. 100 µL of each culture subjected to dilution were plated on TSB agar 
and incubated overnight for colony counting to obtain initial colony forming unit (CFU). 
The left glycerol culture in each tube was divided into 4 cryotubes and stored at -80 °C.  
 
Table 1. Testing conditions for V. parahaemolyticus culture and preservation 

TSB/ MB/ LB/ BHI 
Cult
ure 
cond
ition 

NaCl 
(%) 2.5 3.0 3.5 

pH 7.5 8.0 8.5 7.5 8.0 8.5 7.5 8.0 8.5 
Preservation 
condition 
(Glycerol %) 

20/3
0/40 

20/3
0/40 

20/3
0/40 

20/3
0/40 

20/3
0/40 

20/3
0/40 

20/3
0/40 

20/3
0/40 

20/3
0/40 

 

2.2. Assessment of the culture condition effect on the growth of V. 
parahaemolyticus 

Cultures were incubated at 30°C and 120 rpm using shaking incubator (Edmund Buehler, 
Germany). After one hour of incubation, turbidity of the culture was measured every 3 
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hours using spectrophotometer (Biochrom, USA) at OD 600nm to check the bacterial 
growth until stationary phase was reached. Growth curves for each tested culture 
condition were built to compare their effect on V. parahaemolyticus growth. 
At every measurement, 100- μL aliquot was taken and serially diluted and spread onto 
TSB agar in triplicate and incubated at 30°C overnight to determine number of bacterial 
cells in the culture via CFU/mL.  
 

2.3. Assessment of the preservation condition effect on the survival of V. 
parahaemolyticus  

After 1, 2 and 3 months, glycerol stock cultures of V. parahaemolyticus at different 
conditions, subjected to dilutions were spread on TCBS agar, then incubated overnight at 
30ºC to determine number of survival bacterial cells in the stock via CFU/mL. The 
survival rate was calculated as (after-storage CFU per mL/ initial CFU per mL)*100%. 
 2.4. Statistical Analysis   

The significant differences among experimental groups were determined by ANOVA 
(SPSS 24, IBM) and the means were also compared using t-tests (p < 0.05). 
 
3 Results and Discussion 

3.1. Effect of different culture conditions on the growth of V. parahaemolyticus 

Growth of V. parahaemolyticus XN9 under different conditions was presented in Fig 1 
(A, B, C, D). Data showed that in all media, the bacterium normally entered exponential 
phase after 6 hours, stationary phase after 12 or 15 hours and dead phase after 27 hours. 
Besides, the bacterium growed better in TSB and BHI (with maximum OD of 1.16 and 
1.36, respectively) than LB and MB (with maximum OD of 0.91 and 0.77, respectively). 
The optimal culture condition for both of TSB and BHI was 2.5% NaCl and pH 8.5 while 
for LB was 3% NaCl and pH 8.0 and for MB was 2.5% NaCl and pH 7.5. These data were 
generally in agreement with previous study suggested that the optimal growth conditions 
for V.  parahaemolyticus were 3%  NaCl and pH range values from 4.7 to 8.0 for TSB 
[8]; 3% NaCl and pH 8.0 for LB [9]. 
 
3.2 Effect of different preservation conditions on the survival of V. 
parahaemolyticus 

The effect of glycerol on the survival of V. parahaemolyticus is shown in Fig. 2. Obtained 
results indicated that 20% was the ideal glycerol concentration for glycerol stock of V. 
parahaemolyticus XN9 preservation (Fig. 2). Survival rates of both 20% and 30% group 
were significantly different with 40% glycerol group. Glycerol with the ability to reduce 
freezing damage, such as ice crystal formation has long been used as a preserving agent 
at the range of 20 to 40 % because at lower than 10% the frozen stock is fairly solid at -
80ºC, while higher concentrations (over 40 %) could result in bacterial death due to 
bacterial inability to adapt when being thawed. In our study, it again showed its ability to 
maintain bacterial cells in freezing condition well particularly at the percentage of 20 %. 
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At the same time, the effect of pH, NaCl and media on V. parahaemolyticus XN9 survival 
after preservation were also determined. In order to determine the optimal condition for 
V. parahaemolyticus XN9 storage, all conditions were combined for analysis by using 3D 
Scatter plot software (Plotly, Inc., Canada). Based on survival rate mean and standard 
deviation, the data showed that for optimal storage condition for TSB medium was 20 % 
glycerol, 2.5% NaCl and pH 8.0 (survival rate is 53.71 %) (Fig. 3). This result was fairly 
different to previous one suggesting that V. parahaemolyticus should be maintained at - 
70oC, 20 % glycerol but in nutrient broth with 3% NaCl [7].  
 
4 Conclusion 
Our research has found out that the optimal condition for culturing Vibrio 
parahaemolyticus are 2.5% NaCl and pH 8.5 for TSB and BHI medium; 3% NaCl and 
pH 8.0 for LB; 2.5% NaCl and pH 8.0 for MB, while for preserving, the TSB with 2.5% 
of NaCl and pH 8.0 provided best result. 
 
List of figures, tables, charts and graphs 
Fig. 1. Growth curve of V. parahaemolyticus in TSB (A), BHI (B), LB (C) and MB (D). 
V. parahaemolyticus was cultured at 30oC and assessed for growth via OD measurement 
at 600nm every 3 hours for 30 hours. 
Fig. 2. Survival rate of V. parahaemolyticus XN9 after 3-month storage in media 
containing different glycerol concentrations. Bacteria were cultured in MB, LB, BHI, and 
TSB then stored at -80oC in a respective medium of 20, 30 and 40% glycerol. All data 
were combined in groups of same glycerol concentration; *: Significant difference (p< 
0.05).  
 Fig. 3. Survival rates of V. parahaemolyticus under different conditions. Dot sizes 
correspond to mean survival rate in a positive correlation (3D Scatter plot software 
(Plotly, Inc., Canada)). 
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Abstract. Neuroblastoma is a fatal childhood disease that only 30% are long-
term survival for high-risk cases. Tumor-associated macrophages (TAMs) play a 
crucial role in cancer development. TAMs are classified into classical activated 
M1 phenotype and alternative activated M2 phenotype under specific stimuli in 
tumor microenvironment. While M1 macrophages induce pro-inflammation and 
tumoricidal activity, M2 macrophages promote tumor progression. The poor 
survival of several cancers (including neuroblastoma) has been assigned to high 
M2 macrophages presentation. Meanwhile, studies on some cancers reported 
high M1 infiltration was associated with improved survival. However, the 
contribution of M1 macrophages has not been well studied in neuroblastoma. In 
this study, we aimed to elucidate the ratio of M1/M2 macrophages in association 
with patients ‘survival expectation. To evaluate activation status of M1 and M2 
macrophages, we isolated TAMs from neuroblastoma tumors and quantified their 
biomarker gene expression using RT-qPCR. A remarkably high infiltration of M1 
macrophages in tumor was observed with high event-free survival and very low 
risk. Meanwhile, an M2-populated polarization was the status in poor outcome 
cases. Collectively, these data suggest that a higher ratio of M1/M2 polarized 
macrophages results in better survival from VL to IR. This study supports 
promising treatment targeting TAMs polarization for survival improvement in 
neuroblastoma patients. 
Keywords: neuroblastoma, TAMs, M2/M1 macrophages, Very-Low risk, 
Intermediate risk, Event-free survival 

1 Introduction 

Neuroblastoma is a pediatric cancer of the sympathetic nervous system, which is among 
fatal diseases, that is responsible for 15% of childhood cancer deaths [1]. The malignant 
cells usually originated from early nerve cells (called neuroblasts) of the adrenal glands 
in embryos. Neuroblastoma is classified into High-risk, Intermediate-risk, Low-risk and 
Very Low-risk group using The International Neuroblastoma Risk Group (INRG) 
classification system [2] (Figure 1). The survival rate is over 90% for low-risk 
neuroblastoma while below 30% patients are long-term survivors [3]. Clinical 
outcomes remain poor in spite of advances in therapy [4].  
Tumor-associated macrophages (TAMs) have significant effects on nearly every stage 
of cancer development and progression[5]. Not all TAMs under tumor 
microenvironment maintain their tumoricidal functions, but they may promote tumor 
invasion, tumor proliferation, angiogenesis and secrete certain immunosuppressive 
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cytokines [6]. TAMs are differentiated into two phenotypes M1 “classically activated” 
and M2 “alternatively activated” upon distinct stimuli in tumor microenvironment [7]. 
Th1 cytokines such as interferon –Y (IFN-Y) or lipopolysaccharide (LPS) activate 
proinflammatory M1 macrophages which promote type I immune response and 
tumoricidal activities [8]. IL-4 and IL-10 cytokines, on the other hand, stimulate M2 
macrophage polarization bias which secretes anti-inflammatory cytokines that induce 
type II response and tissue repair [9]. While M1 macrophages kill cancer cells, M2 
macrophages promote its growth and invasion.  
TAMs, particularly M2-phenotype macrophages, has prognosis potential in 
neuroblastoma as evidenced by recent research. [10] showed that TAMs strongly 
associated with poor survival in neuroblastoma patients without MYCN amplification 
by up-regulation of MYC protein through STAT3 pathway. There has been reported on 
the prognostic significance of only M2 macrophages in combination with cancer-
associated fibroblasts in cancer (including neuroblastoma) [11-13]. However, the 
prognostic importance of TAMs considering the relation of two distinct phenotypes in 
tumor samples has not been well studied.  
In this study, we focused on evaluating the quantitative relation of M1 and M2 
macrophages in neuroblastoma tumors and determining its correlation with event-free 
survival.  We aimed to claim the similar activation status of polarized macrophages in 
neuroblastoma with patients’ survival expectation as evidenced in other cancers. 

2 Materials and method 

2.1 Materials 

Dissociation solution (0.05% Collagenase and 0.01% DNase I solution) was prepared 
by dissolving 500ug of Collagenase P from Clostridium histolyticum (Roche) and 
100ug of DNase I (Roche) in 1ml of sterile PBS.  

2.2 Method 

Sample collection. Surgical resections of primary tumors were collected from NB 
patients (Children Hospital, HCMC). The specimens, when received, were taken from 
the media and stored in -800C until processed.  

Tumor dissociation. Tumor was mechanically dissociated and 1ml enzyme solution 
was added. The mixture was incubated at 380C for 60 min in the water bath and was 
gently mixed after each 15 min. The mixture was strained through a 70μm cell strainer 
and the solution was collected. Cell suspension collected was washed 2 times with 10ml 
PBS and centrifugation at 400rcf in 10 min at 40C. This whole procedure was performed 
on ice to preserve the cell quality. 

Macrophage isolation. Macrophages were isolated by MACS MicroBeads 
(Miltenyi, Germany). Total cells were suspended in 80μl MACS buffer and were 
exposed to 20μl CD14 antibody for 15 min at 40C in the dark. The cells were washed 
with 1ml MACS buffer by centrifugation for 10 min at 400g and 40C. The cell pellet 
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was resuspended in 500μl MACS buffer. CD14+ cells were positively selected using 
LS magnetic-bead column (Miltenyi Biotech, Germany) following the manufacturer’s 
instructions. 

Flow cytometric analysis. To confirm the purity of macrophages isolated, flow 
cytometric analysis was performed. A portion of cells was stained with FITC-labelled 
anti-human CD14 mAb and PerCP-labelled anti-human CD45 (Miltenyi Biotech, 
Germany) following the manufacturer’s instructions.Analysis was performed by BD 
FACSCanto™ II flow cytometer (BD Bioscience) using BD FACSDiva software.  

RNA extraction. Total RNA was extracted from macrophages using GeneJET RNA 
Purification Kit (Thermo Scientific), following the manufacturer’s instructions.The 
quantitative and qualitative analysis were performed by Nanodrop-1000 
Spectrophotometer (Thermo Scientific).  

RT-qPCR. cDNA was synthesized using PrimeScriptTM 1st strand cDNA 
Synthesis Kit (Takara), following the manufacturer’s instructions. Realtime PCR was 
performed using SYBRPremix Ex Taq (Tli RNaseH Plus) (Takara) cDNA derivative 
from 5ng total RNA. One reaction (20μl) contains 10μl master mix, 1.5μl of a mixture 
of 10 μM reverse and forward primers, 7.5μl nuclease-free water and 1μl cDNA 
template. qPCR measurements were performed on Mastercycler ep realplex (Eppendorf 
North America) with Eppendorf Realplex software.  All the reactions were triplicated. 
The thermal cycle was: 950C in 3 min; 40 cycles of 980C in 20 sec, Ta in 20 sec and 
720C in 50 sec; melting-curve analysis followed. The expression was calculated in fold 
change by 2−ΔΔCT, normalized to GAPDH and relative to the calibrator sample [14]. 
Primer pairs are as followed. 

Table 82. Primer pairs for RT-qPCR 
Gene Primer (5’-3’) Amplicon (bp) 
GAPDH For: GTGAAGGTCGGAGTCAACGG 

Rev: CTCCTGGAAGATGGTGATGGG 
228 

IL6 For:  CCTTCCAAAGATGGCTGAAA 
Rev: TGGCTTGTTCCTCACTACTCTC 

149 

VSIG4 For: TGGTACAACGTGGCTCAGAC 
Rev: CTCACGACTTGGTTGCCATC 

221 

 
Statistical analysis. Graphs represent means ± standard deviations (SDs). Shapiro-

Wilk and Leneve median test were performed to determine the normality and the 
equality of variance. All data in this study satisfied the normality and equality 
assumptions for Student’s t-test. Spearman’s rank-order test was performed for 
correlation. Data were analyzed using IBM SPSS Statistics version 23.0 (SPSS Inc., 
Chicago, Il) and GraphPad Prism 7.0 (GraphPad Software, Inc., San Diego, CA). 
Significant level is p<0.05. 
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3 Results 

3.1 Macrophages isolated was pure for further analysis 

To further examine M1/M2 macrophages gene expression, the purity of macrophage 
isolated from tumors must be evaluated. Cells were stained for CD45 and CD14, 
specific surface markers for leukocyte and macrophage respectively. In total cells 
separated by MACS MicroBeads, macrophages are positive for CD45 and CD14 as 
shown in Figure 1. The purity of CD14+ macrophages was 86.03±0.69% and no cell 
population had purity below the minimum threshold for pure cell fractions (>85%) [15]      

           
Fig. 181.  Flow cytometric analysis. (a) Macrophages are CD45+CD14+. The vertical axis 
shows PerCP-Cy5 fluorescent signal labeled for CD45 and the horizontal axis shows FITC 
signal labeled for CD14. There are 4 regions gated for positive/negative zones relative to each 
surface marker. The right upper rectangle is CD45+CD14+ population (b) The purity of each 
sample. 

3.2 Macrophage polarization status is precisely reflected by IL6 and VSIG4 
mRNA expression 

M1/M2 macrophages population status in a tumor can be reflected by the expression of 
its marker genes. To study the relative polarization of macrophages, RT-qPCR was 
carried out to analyze distinctly representative marker genes for each population. IL6 
expression reflects M1 macrophages while VSIG4 expression is typical for M2 
macrophages. Gene expression analysis was performed on 5ng cDNA and the 
experiment was triplicated for each sample. Data was calculated for M1/M2 ratio.  

(a) (b) 
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Fig. 182. Relative expression ratio of IL6/VSIG4 

M1 marker was statistically significant higher expressed over M2 marker among 
macrophage populations in VL group, which ratio was 5.875 ± 0.2967, compared to 
that of IR group, which ratio is lower than 1 (Figure 2). There was no great variability 
among samples in both groups. Spearman’s rank-order correlation test was run to 
determine the relationship between M1/M2 ratio in neuroblastoma tumor and the 
outcome. There was a strong, positive correlation between M1/M2 ratio and EFS 
(r(4)=0.878, p=0.021). A high ratio of M1/M2 polarized macrophages was associated 
with improved EFS while a low ratio reveals poorer survival rate. 
 

3.3 Macrophage genes were higher expressed in VL group than in IR group. 

 

Fig. 183. Relative expression of IL6 and VSIG4 in VL and IR group 
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Interestingly, gene expressions of both M1 and M2 markers were remarkably higher in 
VL group in comparison to IR group (p < 0.05) 

4 Discussion 

This study enhances the understanding of TAMs activation status and its contribution 
to the presentation of neuroblastoma patients.  
Our observation demonstrated a predominant infiltration of M1-polarized macrophages 
correlated with a better outcome. Meanwhile, M2-populated polarization implicated a 
higher risk and lower event-free survival. Other studies on ovarian cancer, breast cancer 
and NSCLC also reported the same polarization status of TAMs in association to 
clinical outcomes [6, 16, 17]. There are several explanations for this phenomenon. First, 
M1-phenotype macrophages exhibit tumoricidal activity and recruit several immune 
cells that target, kill and therefore, suppress the development of tumor [6, 16, 17]. In 
fact, M1 macrophages were found populated in regressing tumor and necrotic areas of 
progressing tumor compared to M2-like macrophages  [6]. Thereby, an M1-populated 
polarization might improve the EFS and lower the risk. In contrast, M2-phenotypes, 
which function in wound repair, misdirectedly promote tumor growth and invasion by 
secreting several cytokines that induce angiogenesis as well as cell proliferation. Thus, 
a predominant of M2 macrophages results in poorer outcomes.   
In our study, while a higher TAMs density was observed, it exhibited a lower EFS than 
group of patients who displayed a smaller TAMs population. This is a contrast to some 
research which reported a decrease in survival in correlation with increased TAMs 
density [18, 19]. However, these studies had not put the phenotype of TAMs under 
consideration. Meanwhile, the importance of characterizing macrophage subpopulation 
in cancer studies was emphasized in many cancerous research findings as different 
phenotypes drive the outcome adversely [20, 21]. Moreover, as revealed by various 
research that TAMs in tumor environment are mostly M2 macrophages [22], TAMs 
density study alone is not sufficient to predict outcomes in cancer. As previously stated 
by [5, 16], our study also indicates that the more predictive factor is the phenotype of 
TAMs rather than its density in tumors. 
Our data supports a cancer therapy targeting an TAMs activation status towards M1-
phenotypes for clinical improvements in neuroblastoma. Current treatment of 
neuroblastoma using retinoic acid was shown to promote Th1-responses [23, 24]. And 
as M1 macrophages induce Th1 responses, the directed polarization of TAMs to M1-
phenotype is promising for treatment of high risk cases. Moreover, the inhibition or 
suppression of M2 macrophages also auspicious for improvements. 

 

5 Conclusion 

In conclusion, the present study demonstrates the strong correlation of M1/M2 
polarized macrophage ratio in VL and IR neuroblastoma. The outcome of patients is 
determined by the polarization status of TAMs. A high M1/M2 ratio is associated with 
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high EFS and lower risk. Therefore, targeting TAMs polarization is promising for 
neuroblastoma treatment. 
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Abstract. Human microbiota is a microbial community that lives on and in the 
human body. It has received considerable attention and research efforts over the 
past decade because it exerts a major impact on human health, from metabolism 
to immunity. In a recent study, we identified novel anticancer Azurin-like 
peptides from the human gut microbiome using combined molecular biology and 
bioinformatics based approaches. Herein, we present the cloning, expression and 
partial purification of one of these peptides as a case study towards the design 
and development of novel anticancer peptide drugs by the use of recombinant 
protein engineering. Firstly, the vector pET42a(+) is used for the cloning of a 
peptide Cnazu8 encoded by p2seq12 (cnazu8) from Clostridium nexile DSM 
1718 in E. coli OmniMAX. Secondly, this vector is further used for expression 
in E. coli BL21 (DE3). Finally, protein purification is performed in a HisPur Ni-
NTA column (Thermo). The results show that the plasmid pDT008 allows 
Cnazu8 to express in fusion with GST-6xHis-TEV in E. coli. The optimal 
conditions for expression of the fusion peptide GST-6xHis-TEV-Cnazu8 (36.7 
kDa) include IPTG at 0.05 mM and the temperature at 37C. However, most of 
the expected proteins are expressed in the insoluble forms. Thus, a sonication 
method for cell disruption is developed to increase the solubility of the desired 
proteins. The purification results in a relatively low amount of desired fusion 
proteins. Thus, the purification optimization and anticancer bioassays of Cnazu8 
are required to further consider as a novel anticancer drug candidate. 
Keywords: anticancer peptide, Clostridium nexile, expression, human gut 
microbiome, purification. 

1. Introduction 

Cancer is one of the leading causes of deaths in the world and in Vietnam. The major 
treatment method is tumor surgical resection followed by radiation and chemotherapy 
[1]. However, these methods can cause side effects to normal cells and resistant to 
drugs. Thus, many efforts have been made to develop more effective treatments, 
including biomedical therapy based on anticancer peptides from bacteria. 

mailto:duynv@ntu.edu.vn
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Azurin, a bacteriocin produced by the pathogenic bacterium Pseudomonas 
aeruginosa, can reveal selectively cytotoxic and induce apoptosis in cancer cells but 
cause no apparent effects on normal cells [2]. After overcoming two phase I trials, a 
functional region of Azurin at amino acids from 50 to 77 (p28) is recommended to use 
in cancer therapy by several US patents [3] and has been approved as a drug for the 
treatment of brain tumor glioma by FDA [4]. A recent study indicated that Azurin may 
be used as an adjuvant to improve the treatment effect to lung cancer [5]. 

We have recently screened Azurin-like bacteriocins from human gut microbiome 
with potential anticancer activity [6-7]. Cnazu8 encoded by the p2seq12 (cnazu8) gene 
in Clostridium nexile DSM 1787 is one of these peptides. In order to design and develop 
a novel anticancer peptide drug based on Recombinant Protein Engineering, major 
problems such as the low stability and solubility of recombinant proteins and their 
unspecific binding during purification must be addressed. In this study, we have 
overcome these problems to conduct successfully the cloning and expression of the 
cnazu8 gene in E. coli and the partial purification of the respective protein. 

2. Materials and Methods 

2.1. Plasmid, enzyme, bacterial strain, oligonucleotide and synthetic gene  

Plasmid pET42a(+) (Novagen) is used for gene cloning and protein expression in E. 
coli (Fig. 1). Enzymes include Pfu DNA polymerase (New England Biolabs), My Taq 
DNA polymerase (Bioline), BamHI and EcoRI (Fermentas). 

E. coli OmniMAX (Invitrogen) for cloning and E. coli BL21(DE3) (Novagen) for 
gene expression were grown aerobically in Luria-Bertani (LB) broth at 37°C.  

 
Fig. 1. pDT008 (T7- GST-6xHis-TEV-Cnazu8, Kan) 

A cnazu8-carrying synthetic DNA fragment and oligonucleotide primers 
(Macrogen, Korea) were used in PCR to obtain cnazu8 gene. Primers include 
Cnazu8_BamHI_F (GTA CTT CCA GGG ATC CAT GAA TCT GAT ATA CTG TAA 
ACA CTA CAG AAA G); Cnazu8_EcoRI_R (GGC CTG TAC AGA ATT CTT AAT 
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CAC TAA TTC TGA TTT GAA TTT GG); and pET42a(+)_F _colony (GTT TGG 
TGG TGG CGA CCA TC). 
2.2. The construction of expression plasmid 

 Cnazu8 gene was obtained by using PCR method based on cnazu8-carrying 
synthetic DNA fragment with specific primers Cnazu8_BamHI_F and 
Cnazu8_EcoRI_R. The purified amplicons and pET42a(+) were then digested with 
EcoRI and BamHI. Cnazu8 was ligated into pET42a(+) by T4 DNA ligase (Fermentas) 
to construct a recombinant vector called pDT008 (Fig. 1). The pDT008 was transformed 
into the competent E. coli OmniMAX and E. coli BL21 (DE3). Transformants were 
screened by colony PCR and then recombinant colonies were purified by the GeneJET 
Plasmid Miniprep Kit (Bioline). The recombinant vectors were confirmed by PCR and 
DNA sequencing (Macrogen, Korea). 
2.3. The expression of bacteriocin Cnazu8 in E. coli 

The pDT008-carrying E. coli strain BL21(DE3) was selected on LB agar plates with 
kanamycin (30 μg/ml). The expression was induced by the addition of isopropyl-ß-D-
thiogalactopyranoside (IPTG) and cultures were grown for 3 h at 37°C. Two ml of 
cultures were collected and bacterial cell pellets were harvested by centrifugation at 
8000 ×g for 30 min at 4°C, followed by suspended in Tris-Cl buffer (500 mM NaCl, 
5% glycerol), pH 8.0 and sonicated on ice. The cell pellet and supernatant were 
harvested by the same centrifugation. Protein solutions were analyzed by SDS-PAGE 
and stained with Coomassie Brilliant Blue. 

To find the optimal concentration of inducer for expression, the final IPTG 
concentrations of 0.01, 0.05, 0.1 and 0.5 mM in cultures were examined at 37°C in the 
mid exponential phase for 3h with shaking at 150 rpm. To find the optimal induction 
temperature, cultures were incubated at three different temperatures (23, 30 and 37°C) 
with the defined optimal inducer concentration at the same condition.  
2.4. The extraction and purification of bacteriocin Cnazu8 

The extraction of the fusion Cnazu8 was performed by sonication as described above 
with an exception that a step of freezing the bacterial cell pellet at -40°C for overnight 
before sonication was added. The supernatant containing the soluble Cnazu8 was 
purified by using a HisPur Ni-NTA column (Thermo, USA) according to the 
manufacturer instructions. Protein fractions were analyzed by SDS-PAGE. 

3. Results and Discussions 

3.1. The cloning of cnazu8 gene 

The cnazu8 gene (134 bp) was obtained by using PCR and analyzed by agarose gel 
electrophoresis (data not shown). Then it was cloned into the plasmid pET42a(+) for 
construction of the recombinant plasmid pDT008, which was used to transform into the 
cloning host E. coli OmniMAX and the expression host E. coli BL21 (DE3). These 
purified recombinant plasmids were confirmed by using colony PCR method with the 
expected sizes of the PCR products (356 bp) (data not shown). These results in 
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combination with the DNA sequencing (data not shown) confirmed that cnazu8 was 
successfully cloned into pET42a(+) in E. coli BL21. 
3.2. Inducer concentration optimization 

SDS-PAGE analysis (Fig. 2) showed that the expected fusion Cnazu8 (36.7 kDa) 
was highly expressed with IPTG induction at the concentrations of 0.5, 0.1 and 0.05 
mM but lowly expressed at 0.01 mM IPTG. The expected protein was less expressed in 
the control sample without IPTG induction. The expected fusion Cnazu8 was not 
observed in all supernatants (lanes S) but it was observed in the pellets (lanes P). These 
results have showed that the IPTG concentration of 0.05 mM is enough to induce the 
recombinant GST-6xHis-TEV-Cnazu8 expression and this protein has a major fraction 
existing in pellet in an insoluble status. Thus, it is necessary to investigate the optimal 
temperature in this case after an induction with 0.05 mM IPTG. 

 
Fig. 2. SDS-PAGE (12%) analysis of Cnazu8 expression in E. coli BL21 (DE3) at the 

different concentrations of IPTG. M: molecular weight marker; T: total protein for 3h 
induction at at 37°C; P: pellet for 3h induction at 37°C; S: supernatant for 3 h induction at 

37°C; (-) control (uninduced). The expected protein band is indicated with arrows. 

3.3. Temperature optimization 

The results revealed that the expression of the recombinant Cnazu8 was the highest 
at 37°C under the induced IPTG concentration at 0.05 mM and decreased gradually 
from 30°C to 23°C with the same IPTG concentration (Fig. 3). However, the fusion 
Cnazu8 was detected in the component of pellet (lanes P, Fig. 3) under induction at all 
three temperatures (23°C, 30°C and 37°C), but not in the components of supernatants 
(lanes S, Fig. 3). These results indicated that this fusion protein was insoluble, thus, it 
was very difficult to purify it. Therefore, it is required to improve the solubility of the 
fusion Cnazu8 by using other purification methods. 
E. coli is the most frequently employed host with many available expression systems 
for producing recombinant proteins. However, its use for the production of 
recombinant proteins is facing a number of practical problems. For example, the 
stability and solubility of recombinant proteins produced in E. coli can be low due to 
proteolytic degradation and the formation of inclusion bodies, respectively [8]. The 
major factors affecting the expression and the solubility of recombinant protein are 
inducer concentration and induction temperature [9]. Higher temperatures for post-
induction (37°C) often lead to more biomass and more recombinant protein yield [8]. 
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However, reduced or low temperatures can be effective in improving the solubility of 
some proteins that are difficult to express [10]. 

 

Fig. 3. SDS-PAGE (12%) analysis of the recombinant Cnazu8 expression in E. coli 
BL21 (DE3) at the different temperature conditions. M: molecular weight marker; T: total 
protein for 3 h induction at at 37°C; P: pellet for 3h induction at 37°C; S: supernatant for 3 h 
induction at 37°C; (-) control (uninduced).  

In the present study, we found that the best expression of recombinant GST-6xhis-
TEV-Cnazu8 occurred at 37°C with the induction by IPTG at final concentration of 
0.05 mM. However, this recombinant Cnazu8 was in insoluble form as inclusion bodies 
existing in cell pellet. Reducing temperature to 30°C and 23°C for post-induction also 
did not increase the yield of soluble protein fractions. There are two approaches to 
overcome these problems that include further expression optimization of soluble 
recombinant with other factors (culture media, host strains, expression system, etc) and 
extraction optimization for improving the solubility of protein [10]. Here we performed 
a minor modification in extraction method, freezing the cell pellet at -40°C for 
overnight before sonication, thus improved significantly the yield of soluble Cnazu8. 
3.4. The extraction and purification of the fusion Cnazu8 

The soluble fusion Cnazu8 was highly expressed in components of supernatant that 
were obtained from the sonication with freezing of the cell pellet (lane S3, Fig. 4 (left)), 
but very lowly expressed in components of supernatant obtained from the sonication 
without freezing of the cell pellet (lane S2, Fig. 4 (left)). The results showed that the 
solubility of the Cnazu8 was improved significantly by the combination of the freezing 
of the cell pellet with sonication. 

 
Fig. 4. SDS-PAGE (12%) of soluble fusion protein Cnazu8 in E. coli BL21 (DE3) 

obtained by sonication (left) and purified by HisPur Ni-NTA kit (right). M: molecular 
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weight marker. Left, S1: soluble protein of control (uninduced); S2: soluble protein extract by 
sonication without storing at -40oC; S3: soluble protein extract by sonication stored at -40oC. 

Right, S0: pre-purified sample; S1-2: Samples after column binding (the first time and the second 
time); W1, 5: samples after column washing (the first time and the fifth time); E1-3: samples of 

eluted fractions (the first time to the third time). 

The results from Fig. 4 (right) indicated that the expected protein band (36.7 kDa) 
presented in all elution fractions. This suggested that the GST-6xHis-TEV-Cnazu8 
bound on column and was eluted from column but the binding of this protein on column 
was low efficient and non-specific.  

According to theory, the fusion GST-6xhis-TEV-Cnazu8 can be purified by specific 
binding of his-tag with immobilized metal-ion in Ni-NTA column, but our results have 
indicated that there is at least an unspecific protein in Ni-NTA column. This lead to the 
low binding efficiency of GST-6xhis-TEV-Cnazu8 with immobilized metal-ion in Ni-
NTA column. Several approaches have been used to reduce the unspecific binding of 
proteins, including the use of higher imidazole concentration in the washing buffer. 
Moreover, the concentration of imidazole for washing and elution is a powerful tool to 
increase purity and specificity in the purification process [11]. Therefore, further studies 
are required to define the optimal conditions of purification method and evaluate the 
anticancer activity of this purified protein. 

In conclusions, we report the successful cloning and expression of the recombinant 
Cnzu8 protein from Clostridium nextile DMS in E. coli. This recombinant protein is 
highly expressed with the optimal conditions including 0.05 mM IPTG and the 
temperature at 37°C and is extracted by the sonication of biomass stored at -40°C.  
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Abstract. In this study, a label-free electrochemical immunosensor system was 
designed and fabricated with focus on a detection of Newcastle disease virus 
(NDV). The chicken egg yolk antibodies (IgY) against NDV was used as the 
biological recognition element to replace IgG antibody, which offers some 
advantages with respect to animal care, high productivity and special suitability 
in the source of antibodies. The IgY against NDV was immobilized on sensor 
surface using the chemical approach. The immunosensor showed high sensitivity 
with NDV concentration range from 106 to 102 EID50/mL. This relatively simple 
fabrication is potential for applications in infection studies. 
Keywords: immunosensor, IgY antibody, Newcastle Disease virus (NDV) 

1 Introduction 

Newcastle disease (ND) has been defined by the World Health Organisation (WHO) as 
infection of poultry with an avian paramyxovirus (APMV-1 serotype) that belongs to 
the genus Rubulavirus of the family Paramyxoviridae [1]. Newcastle disease virus 
(NDV) occurs worldwide and causes severe economic loss to the poultry industry in 
developing countries, including Vietnam [2]. To date, the conventional qualitative 
methods such as haemagglutination inhibition (HI) [3], agar gel precipitation [4] and 
Latex agglutination tests [5] have been introduced for clinical diagnosis of ND. In 
addition, enzyme-linked immunosorbent assay (ELISA) [4], polymerase chain reaction 
(PCR) [7] and immunofluorescence test [8] have also been used for the semi-
quantitative analysis. Although these methods effectively determine NDV in infective 
samples, they require complicated procedures for sample preparations and sophisticated 
instruments for assays, leading to significant time consuming. Therefore, alternative 
methods that offer a simple, rapid, cost-effective analytical strategy, and possible on-
site and in-field measurements are essential. 

Label free electrochemical immunosensor has been developed with rapid analysis, 
high sensitivity, amenability to miniaturization, and portability purposes [9-10]. As a 
type of modern biosensor, it results from a combination of the traditional immunoassay 
approach with electrochemical analysis in which immunoreactions are coupled to a 
transducer surface to generate the output electrochemical signal. Antibodies are 
employed as bio-receptors to capture and detect directly an antigen of interest. 

Immunoglobulin Y (IgY) is known as a typical low-molecular-weight antibody of 
birds, reptiles, amphibian, and lungfish [11]. Antigen-specific IgY antibodies are 
produced at a large scale by immunization and purification technology from chicken 
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egg yolk. In recent years, development of immunology has allowed the production of 
highly specific IgY antibodies against a number of antigens [11], such as E. coli 
bacteria, influenza virus, potato virus, P110 protein (antigen of human stomach cancer), 
Newcastle disease virus, and so on. In comparison with serum immunoglobulin G 
antibodies (IgG) extracted from mammalian blood, IgY offers some advantages with 
respect to animal care, high productivity and special suitability in the source of 
antibodies. 

In this work, chicken egg yolk antibody (IgY) was used as a bioreceptor in 
electrochemical immunosensor for direct detection of NDV without any labelling step. 
IgY immobilization on working surface area of gold electrodes (WE) was implemented 
by combining self-assembly modification of thiol-carboxylic acids (SAM) and the 
activation based on N-succinimidyl ester (NHS). Furthermore, electrochemical sensors 
encapsulated with a polydimethylsiloxane (PDMS) microreactor facilitate low-volume 
immunoassay and help in electrical connection with measuring circuit. 

2 Materials and methods 

2.1 Chemicals 

Bovine serum albumin (BSA), phosphate buffer solution (PBS, 0.01 M, pH 7.4), 
K4Fe(CN)6, K3Fe(CN)6, KCl, thioglycolic acid (TGA), N,N’-dicyclohexylcarbodiimide 
(DCC), N-hydroxysuccinimide (NHS), and N,N-dimethylformamide (DMF) were 
purchased from Sigma-Aldrich. All other reagents were of analytical grade and used 
without further purification. Chicken egg yolk antibody against NDV (IgY, 60 μg/mL) 
were obtained from Biotech-Vet Co. (Hanoi, Vietnam). Inactivated NDV (106 
EID50/mL) was purchased from Hanvet Co. JSc. (Hanoi, Vietnam). 

2.2 Measuring setup 

The integrated Au electrodes consisted of a 1 mm in diameter working electrode (WE) 
and a counter electrode (CE) in an 8.5×12.2 mm2 chip size. These electrodes were 
deposited on SiO2/Si substrate by cathode sputtering technique [12]. The (100 µm in 
diameter) Ag/AgCl wire, used as a quasi-reference electrode (qRE), was prepared by 
the ion-exchange reaction of a silver wire with FeCl3 solution [13]. The micro-reactor 
with an open chamber (cylindrical shape 5 mm in diameter, 5 mm in depth) on a glass 
substrate was fabricated by the molding-based PDMS solidification [14]. The three-
electrode system were integrated into the PDMS microreactor in which the qRE is 
immersed in 50 µL of the electrolyte solution containing 30 mM Fe(CN)6

3-/4- (1:1) and 
100 mM KCl, Fig. 1. 
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Fig. 184. (a) Schematic illustration of the measuring setup and (b) equivalent circuit of the 
measuring system 

2.3 IgY antibody immobilization 

To prepare a clean surface before immobilizing IgY antibody, the integrated Au 
electrodes were pre-treated in acetone, piranha solution (H2O2:H2SO4, 3:7) and ethanol. 
The electrodes were then rinsed with deionized water and nitrogen dried. The schematic 
of antibody immobilization process using SAM/NHS is shown in Fig. 2.  

 
Fig. 185. Steps of antibody immobilization 

The Au WE was incubated with ethanol solution of 10 mM TGA for 24 hours for 
self-assembly modification (SAM) to occur. The excess TGA molecules on the 
modified WE was removed by rinsing with ethanol. The SAM-modified Au WE was 
treated with a DMF solution of 0.2 M DCC and 0.1 M NHS for 1 hour at room 
temperature to convert the terminal carboxylic group to the active NHS ester. After 
rinsing with deionized water, the WE was incubated with 60 μg/mL solution (borate 
buffer, pH = 8.2) of IgY for 12 hours at 4 0C. The excess antibodies were then washed 
off with PBS. BSA solution (1% wt./vol. in PBS) was used to block un-bound sites. 
Finally, the immunosensor obtained by antibody immobilization was rinsed with PBS, 
nitrogen dried and stored at 4 0C. 
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2.4 Newcastle disease virus detection 

For an immunoassay, the immunosensor was interfaced into the microreactor as the 
procedure of measuring setup. 20 μL NDV sample (with various concentrations of the 
NDV in 0.01 M PBS, pH 7.4) was injected into the chamber. After the system had been 
incubated for 1 h at 25 0C, it was rinsed three times with PBS buffer. Electrolyte, 
composing of 0.1 M KCl and 0.03 M Fe(CN)6

3-/4- (1:1) as a redox couple, was pumped 
into the microchamber. Cyclic voltammetry (CV) measurements were performed using 
EC301 Stanford Research Systems, the potential was cycled from -0.1 to 0.5 V with 
scan rate 25 mV/s. 

3 Result and discussion 

3.1 Electrochemical sensing system 

The three-electrode system in which the fabricated Ag/AgCl electrode used as qRE was 
electrochemically characterized in Fe(CN)6

3−/4– solution at 25 mV/s scan rate inside the 
microchamber. As shown in Fig. 3, two peaks at 0.11 V and 0.21 V appear on the cyclic 
voltammogram, corresponding to the oxidation potential of Fe(CN)6

4- and reduction 
potential of Fe(CN)6

3- vs. Ag/AgCl (0.1 M KCl) qRE. The small deviation values of 
these peaks (Epa and Epc) obtained from CVs of 100 independent measurements, as 
shown in the insert of Fig. 3, indicate the negligible shift of reversible potentials. The 
micro chamber not only reduces the analytical volume but also helps keeping the 
constant potential of Ag/AgCl qRE, and thereby maintaining accuracy of the sensing 
system. 

 
Fig. 186. CV characterization of the electrochemical sensor with bare gold WE measured in the 
microchamber with Ag/AgCl qRE. Insert shows the repeatability of two potential peaks of CVs 
obtained from different measurements 
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3.2 Characterization of immunosensor 

Each step of gold WE electrodes modification was examined using CV in the electrolyte 
including 0.03 M Fe(CN)6

3-/4- (1:1) as redox marker inside the microchamber. The 
formation of material layers onto the gold WE electrode leads to the change of electrode 
surface processes that recognized in the corresponding CVs as shown in Fig. 4. A 
reversible CV with the largest peak-to-peak separation (Ip, Ip = Icanodic – Icathodic) of 202.8 
μA was observed (Fig. 4, curve a) at the bare-Au electrode that have no obstacles 
affecting electron transfer. When a self-assembled modification (SAM) of TGA is 
formed on the bare-Au electrode (as shown in Fig. 2b), the Ip of the CV response almost 
disappeared (curve b, Fig. 4). The SAM of TGA built on the electrode surface through 
strong gold-thiolate bonds is considered as a highly insulating layer blocking almost all 
the faradic currents [15]. The reason for this is that the negatively charged terminal 
carboxyl groups of TGA (formed by the deprotonation in aqueous solution) prevents 
the transfer of negative Fe(CN)6

3-/4- redox couple to the electrode surface creating a 
depleted layer between the sensor surface and solution. As shown in Fig. 2c, when the 
TGA layer was activated by DCC and NHS, the negatively charged carboxyl groups of 
TGA were replaced by the neutrally charged NHS-esters that facilitate the transfer of 
negative Fe(CN)6

3-/4- at the electrode surface. This is recognized by a significant 
increase of the Ip (132.3 μA) on the CV (curve c, Fig. 4). The immobilization of IgY 
antibodies on the sensor’s surface in which active NHS-esters are coupled with amine 
groups of anti-NDV IgY (Fig. 2d) leads to an increase in the charge transfer resistance 
of Fe(CN)6

3-/4-, thereby reducing the Ip to 124.7 μA. When the immunosensor is treated 
with BSA, the Ip decreased to 116.7 μA (curve e, Fig. 4), which was attributed to the 
presence of BSA on the surface of the electrode. 

 
Fig. 187. CVs of the sensor at each a different modification step: (a) bare Au electrode, (b) 
TGA/Au electrode, (c) NHS/TGA/Au electrode, (d) IgY/NHS/TGA-Au electrode, (e) 
BSA/IgY/NHS/TGA-Au electrode. 
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3.3 Newcastle disease virus detection 

The proposed immunosensor was employed to directly detect NDV by analysis of peak 
current shifts in CV responses that were recognized when immunoreaction occurred. 
As observed in the insert of Fig. 5, the specific IgY-NDV interaction on the surface of 
the immunosensor causes a considerable decrease of the peak current compared to that 
of immunosensor without immune bindings. The presence of NDVs inhibits the charge 
transfer process of Fe(CN)6

3-/4- on the electrode surface, resulting in a decrease in 
current response. 

 
Fig. 188. Calibration curve of the ∆Ip/Ip vs. NDV concentration. Insert shows the change of CV 
responses when the immunosensor (Au/SAM/IgY/BSA) is employed to directly detect NDV at 
the concentration of 102 EID50/mL (102 NDV) 

The performance of the fabricated immunosensor was evaluated by determining 
inactivated NDV solution with a range of various concentration from 102 to 106 

EID50/mL. For each NDV concentration, three CV measurements were performed 
similarly using three immunosensors. The output signal of the immunosensor as ∆Ip/Ip 
is calculated by the following equation: 

∆𝐼𝑝

𝐼𝑝
= 

𝐼𝑝𝑒𝑎𝑘(0)− 𝐼𝑝𝑒𝑎𝑘(𝑖)

𝐼𝑝𝑒𝑎𝑘(0)
 (39) 

where Ipeak(0) is the Ipeak of the immunosensor treated with 0 EID50/mL NDV (in 0.01M 
PBS, pH = 7.4), and Ipeak(i) is the Ipeak of the immunosensor obtained after incubating 
with a certain NDV sample. 

As seen from Fig. 5, the ∆Ip/Ip of the immunosensor decreased when the 
concentration of NDV was diluted from 106 EID50/mL to 102 EID50/mL, which reflected 
the decreased binding of NDV to IgY-immobilized electrode. In this range of 
concentrations, the immunosensors also showed the linear relationship between ∆Ip/Ip 
and log[CNDV] with the regression equation of ∆Ip/Ip = 0.0588 × log[CNDV] + 0.2606 (R2 
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=0.991). According to Michael Swartz [16], the limit of detection (LOD) of a sensor 
can be determined by the following equation: 

𝐿𝑂𝐷 = 
3.3 × 𝜎

𝑆
 (40) 

where σ is the standard deviation of the response y-intercept of the regression line and 
S is the slope of the calibration curve. From the data shown in Fig. 5, LOD of the 
presented immunosensor was 5 EID50/mL. This result shows that the IgY-based 
immunosensor has a good sensitivity for the NDV detection in comparison with other 
immunological sensing methods using IgG antibodies and labeling reagents [6, 17]. 

4 Conclusion 

A miniaturized microreactor-integrated electrochemical immunosensor using gold 
electrodes was prepared for label-free detection of influenza NDV. The anti-NDV IgY 
antibody as the immune recognition element was immobilized on the electrode surface 
by the SAM/NHS strategy. The immunosensor exhibited a wide linear range from 102 
EID50/mL to 106 EID50/mL with a low detection limit of 5 EID50/mL for NDV. By 
employing IgY antibodies to replace conventional IgG antibodies on immunoassay, the 
electrochemical immunosensor may not only reduce analysis costs but also provides an 
effective solution for rapid detection of infectious diseases in poultry. 
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Abstract. Breast cancer is a significant health concern prevailing in both 
developing and advanced countries where early and precise diagnosis of the 
disease receives significant attention from the scientific community. In this work, 
we proposed a deep learning approach using Convolutional Neural Network 
(CNN) to address the problem of classifying breast cancer using the public 
histopathological image dataset BreakHis. We propose a CNN model that takes 
input as preprocessed and augmented images from the available dataset and 
finally evaluate the classification performance of the model based on accuracy. 
The result shows that data preprocessing and augmentation significantly improve 
the performance of the model and help avoid overfitting due to class imbalance 
from the raw image set. The performance of our model also indicates the high 
capability of CNN in learning the representation that substantially improves the 
overall classifying accuracy of cancerous breast tissue. 
Keywords: Computer-Aided Diagnosis, Deep Learning, Image Processing, 
Breast Cancer. 

1 Introduction  

Besides common screening examination using various imaging techniques to detect 
breast cancer, the analysis of breast tissue under microscopy serves as a crucial step in 
definitive diagnosis that includes evaluation of the spread as well as determining the 
type of the disease. Even though image analysis on the histopathological image is a 
gold standard for detection of breast cancer compared to other imaging modalities, the 
manual performing of this task still faces many challenges, one of which is the extensive 
use of time as well as experienced and skilled pathologists [1]. Therefore, the need for 
automated analysis of the histopathological image is undoubtedly one of the most 
promising topics in CAD. 

Conventional image classification in CAD involves engineering tasks in feature 
extraction where information about the tumor (i.e., size or color) or the background is 
extracted as the representative for the model to classify. Some of the obstacles faced by 
this method are that we do not know if these features are strong enough to represent the 
characteristics of the image and how many features are enough for classifying, which 
as a result leads to extensive engineering work for feature extraction and selection. A 
technique like Principle Component Analysis (PCA) for feature selection is commonly 
utilized such as in the work of Zhang et al. [2], who performs PCA on handcrafted 



853 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

features to classify benign and malignant tumors and achieve an accuracy of 92%. Some 
of the other techniques in engineering feature extraction include scale-invariant feature 
transform (SIFT), gray-level co-occurrence matrix (GLCM), a histogram of oriented 
gradient (HOG).  

Even though many computer-aided diagnosis (CAD) techniques have been 
developed to assist pathologists in performing analysis, it is only until recently that 
Deep Learning has proved to have considerable potential in achieving high diagnostic 
accuracy compared to previous CAD systems. One of the most potential and powerful 
techniques is Convolutional Neural Network (CNN), which has been profoundly 
utilized in many image classification models. The advantage of CNN is its capability to 
automatically extract features without prior knowledge about the content of the image. 
The recent implementation of CNN in breast cancer classification includes Fabio et al. 
[3], whose works utilizing CNN for patch-based image classification of the benign and 
malignant tumor and Hou et al. [4] who also introduces a patch-based model for 
multiclass classification of breast cancer. As the implementation of CNN requires a 
significantly large number of training examples, the employment of data augmentation 
in which the image is transformed in various ways such as flipping, translation, rotation 
or noise addition can help create more examples for small image sets. The 
implementation of data augmentation has been utilized extensively during the training 
as in [5], [6], [7]. 

While CNN is mighty in feature extraction, preprocessing tasks before feeding into 
the model is still essential to improve the quality of features generated. In our 
experiment, the whole model is implemented on Keras API with Tensorflow backend 
and is trained with the supported Nvidia Geforce GTX 1080 Ti. 

2 Experiment 

2.1 Data Background 

BreakHis (Breast Cancer Histopathological Database) [8] is a publicly available 
database consisting of 9,109 RGB microscopic images of breast cancer tumors 
collected from 82 patients using four different magnifying factors (40X, 100X, 200X, 
400X). The dataset is divided into 2,480 benign and 5,429 malignant samples in an 
image size of 460 by 700. The distribution of samples is shown in Table 1. 

─ Table 83. Distribution of BreakHis Database 

Magnifying factor Benign Malignant Total 
40X 652 1,370 1,995 
100X 644 1,437 2,081 
200X 623 1,390 2,013 
400X 588 1,232 1,820 
Total 2,480 5,429 7,909 
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Fig. 189. A malignant tumor in 4 magnifying factors (40X, 100X, 200X, 400X) from left to 
right 

2.2 Preprocessing 

Preprocessing the dataset includes image augmentation and normalization. As can be 
seen from Table 1, the training phase can be overfitted because of the lack of quantity 
and diversity of the training examples. More images are thus generated from the original 
ones by flipping horizontally and vertically, blurring and adding more noise. The image 
augmentation is employed in the training set whereas validation and test set contains 
only original data. In doing so, the size of the training set is increased about five times 
of the original ones. In the next step, all samples are resized into (64x64x3) and 
normalized. 

2.3 Training and Classification 

The architecture for CNN used in this experiment is a simple one consisting of 3 
convolutional blocks and two fully-connected layers at the end as shown Table 2. The 
computation of convolution is described by the formula as shown in Eq. (1). 

                                     (𝑓 ⊛ ℎ)(𝑚, 𝑛) = ∑ ∑ ℎ(𝑖, 𝑗)𝑓(𝑚 − 𝑖, 𝑛 − 𝑗)𝑗𝑖  (41) 

In other words, the convolutional layer is formed by sliding a kernel ℎ across the 
width and height of the input image volume 𝑓 and computing at each position the dot 
product between the elements in the kernel and those in the input volume, which results 
in an activation map showing the response of that filter. 

─ Table 84. CNN Architecture 

Layer Filter size, Filter Stride 
Conv + ReLU 3x3, 64 1 
Max Pooling 2x2 2 
Conv + ReLU 3x3, 96 1 
Max Pooling 2x2 2 
Conv + ReLU 3x3, 128 1 
Max Pooling 2x2 2 
FC + ReLU 1024 - 
FC + ReLU 1024 - 
FC 2 - 
Softmax - - 
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The classification part in this architecture utilizes Fully-connected Neural Network 
with two layers of 1024 neurons and the last layer of 2 neurons corresponding two 
classes: benign and malignant (labeled as respectively 0 and 1). The loss is calculated 
as in the Softmax classifier, which is defined as: 

 𝐿𝑖 = − log (
𝑒
𝑓𝑦𝑖

∑ 𝑒
𝑓𝑦𝑗

𝑗

) (2) 

The Softmax classifier gives probabilities of each class, and the loss function tries to 
maximize the probability of the class belonging to a particular label. In case of binary 
classification, a loss function is a generalized form of binary cross-entropy loss, which 
is commonly used with the sigmoid function. 

 
At the beginning of the training process, all the filters are initialized by Xavier 

initialization [9] which draws the weights from a Gaussian distribution. Xavier 
initialization helps the loss function to converge faster. All the weights after each 
iteration are updated based on Adam (Adaptive Moment Estimation) [10] algorithm: 

 𝜃𝑡+1 ≔ 𝜃𝑡 −
𝛼

√𝑣𝑡̂+𝜀
𝑚𝑡̂ (3) 

In equation (3), 𝛼 is the learning rate and 𝑚𝑡̂ and 𝑣𝑡̂ are respectively bias-corrected 
first moment (the mean) and second moment (the uncentered variance) estimate of the 
gradients. The bias-corrected first and second moment estimate are computed as: 

                                                        𝑚𝑡̂ ≔
𝑚𝑡

1−𝛽1
𝑡  (4) 

                                                                𝑣𝑡̂ ≔
𝑣𝑡

1−𝛽2
𝑡  (5) 

In equation (4) and (5), 𝛽1 and 𝛽2 are exponential decay rates for moment estimate. 
In this experiment, the default values of these decay rates are taken as 𝛽1 = 0.9 and 
𝛽2 = 0.999 [6]. The term 𝜀 has the value of 10−8 and is taken to prevent division by 0. 
As can be seen from equation (3), (4) and (5), Adam takes into account the first and 
second moment of the gradients and is thus effective in the convergence of the 
calculated loss. The learning rate for the whole training process is set as 10−5 moreover, 
batch size is 32 in a total of 50 epochs.  

Initial training shows massive sign of overfitting, so regularization techniques as 
dropout and L2 kernel regularization are used to avoid too early overfitting. After 
successfully being trained, the test set is used to evaluate the model with accuracy as 
assessment metric. 
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3 Results 

3.1 Training and Validation Accuracy 

 
                                 (a)                                                                      (b) 

Fig. 190. The training accuracy (a) and validation accuracy (b) in 40X. 

 
          (a)                                                                      

(b) 

Fig. 3. The training accuracy (a) and validation accuracy (b) in 100X 

 
         (a)                                                                      

(b) 
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Fig. 4. The training accuracy (a) and validation accuracy (b) in 200X 

 
         (a)                                                                      

(b) 

Fig. 5.  The training accuracy (a) and validation accuracy (b) in 400X 

Figure 2, 3, 4 and 5 show the training and validation accuracy of 4 different 
magnifying factors. These figures are obtained from Tensorboard, a visualization tool 
from Tensorflow. As Tensorboard does not provide any means for high resolution 
downloading of graphs, the above figures are of the best resolution we can achieve. The 
training and validation accuracy are respectively evaluated on the training and 
validation set. While the model uses the training set to learn the parameters, the 
validation set is only exposed to the model for evaluation at the end of every epoch. 
Accordingly, the validation accuracy is a reliable estimation of learning progress and 
can be used to assess how well the model responds to new data apart from the training 
set. From Figure 2 to 5, there is a clear difference between the graphs of training and 
validation accuracy. Whereas the training accuracy approaches to 1 after 50 epochs, 
which is a clear sign that the model successfully fits the training set, there is a 
fluctuation around 0.7 to 0.8 in the validation accuracy across 50 epochs. The instability 
of validation accuracy indicates the difficulty of the model in responding to new data. 

3.2 Test Accuracy 

─ Table 85. Test Accuracy in 4 magnifying factors 

 

4 Discussion 

The model fits the training set perfectly after ten epochs whereas there is fluctuation 
within the validation set, a sign of overfitting. The fact that the size of the training set 
is about 6000 samples included the generated ones is still in insufficient for Neural 

Magnifying factor 40X 100X 200X 400X 
Accuracy 73.41 76.77 83.22 75.81 
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Network classification. Moreover, from the visualization of some filters in each 
convolutional block, it can be seen that model can learn some basic shape of the tumor 
in training set, but it is still not enough to distinguish between benign and malignant 
tumors. A possible solution, in this case, can be increasing the size of the training set 
and simultaneously the depth of the model. It is possible to achieve a larger size of 
training set by using the patch-based approach as many recent works such as [3] and 
[4] have investigated so far. 

 

Fig. 191. Visualization of some filters in each convolutional block using Keras-Vis 
[11]. 

5 Conclusions  

The experiment with initial result shows that the model has achieved a moderate 
accuracy score but is insufficient to generate a significant result in cancer detection. 
The future approach to this problem includes a solution to prevent overfitting as well 
as new methods to better the image quality to improve the learning of CNN model. 

Conflict of interest 
The authors declare that they have no conflict of interest. 
References 

 
[1]  2.Mitko Veta, Joisien P.W.Pluim, Paul J. van Diest, Max A. Viergever, "Breast 

Cancer Histopathology Image Analysis - A Review, vol 61, no. 5," pp. 1400-
1411, 2014.  

[2]  3.Zhang, Y., Zhang, B., Coenen, F., Xiao, J. & Lu, W, "One-class kernel 
subspace ensemble for medical image classification," EURASIP Journal on 
Advances in Signal Procesing, pp. 1-13, 2014.  

[3]  Fabio A. Spanhol, Luiz S. Oliveira,Caroline Petitjean, and Laurent Heutte, 
"Breast Cancer Histopathological Image Classification using Convolutional 
Neural Network," International Joint Conference on Neural Networks, vol. 
2016.  

Block 1 Block 2 Block 3 



859 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

[4]  4.Le Hou, Dimitris Samaras, Tahsin M. Kurc, Yi Gao, James E. Davis, Joel H. 
Saltz, Patch-based Convolutional Neural Network for Whole Slide Tissue 
Image Classification, 2015.  

[5]  5.Korbar B, Olofson AM, Miraflor AP, Nicka CM, "Deep learning for 
classification of colorectal polyps on whole-slide images," Journal of 
Pathology Informatics, 2017.  

[6]  6.Nima Habibzadeh Motlagh, Mahboobeh Jannesary, HamidReza Aboulkheyr, 
Pegah Khosravi, Olivier Elemento, Mehdi Totonchi, Iman Hajirasouliha, 
"Breast Cancer Histopathological Image Classification: A Deep Learning 
Approach," 2018.  

[7]  7.Alexander Rakhlin, Alexey Shvets, Vladimir Iglovikov, Alexandr A. Kalinin, 
"Deep Convolutional Neural Networks for Breast Cancer Histology Image 
Analysis," 2018.  

[8]  8."Breast Cancer Histopathological Database (BreakHis)," [Online]. Available: 
https://web.inf.ufpr.br/vri/databases/breast-cancer-histopathological-
database-breakhis/. 

[9]  9.Xavier Glorot, Yoshua Bengio, "Understanding the difficulty of training deep 
feedforward neural networks," in Proceedings of the thirteenth international 
conference on artificial intelligence and statistics, 2010.  

[10]  10.J. B. Diederik P. Kingma, " Adam: A Method for Stochastic Optimization," in 
The 3rd International Conference for Learning Representations, San Diego, 
San Diego, 2015.  

[11]  11."Keras Visualization Toolkit," [Online]. Available: 
https://github.com/raghakot/keras-vis. 

 
 
 

 
  



860 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

Electrooculography feature extraction techniques for 
classification of Eye Movements 

Toan Le1, Ngu Bui1 and Trung Le1* 

 
1 Department of Biomedical Engineering, International University – VNU HCM, Ho 

Chi Minh City, Vietnam 
Abstract. Understanding of eye movement is crucial for viewers' behavior 
recognition. The movement of eyeballs in space can be described by a nonlinear 
differential equation that should be processed with a special identification 
approach due to its nonlinearities. Electrooculography (EOG) is a technique for 
measuring the cornea- retinal standing potential that exists between the front and 
the back of the human eye. The EOG signal can be processed separately through 
the horizontal and vertical channel from the surface muscle around the eye. In 
this paper, we propose a method to describe the characteristic of EOG signals that 
can be used to detect eye movements. The method consists of two (2) main parts: 
recurrence quantification analysis to estimate the behavior of EOG signal and 
state space analysis to identify different types of eye movement. The assessment 
of the data suggests the potential parameters in characterizing EOG signal. The 
preliminary results indicate that state space analysis is promising in classifying 
different types of eye movement for activity recognition. 
Keywords: Electrooculography, Feature Extraction, State Space. 

1 Introduction 

The development of researching about human activities have been observed in different 
fields, especially computer- science applications, which rely on neuroscience and 
biobehavioral theories. Human activity recognition is the most important research 
direction in this field, which can recognize activities from a series of observations on 
the actions of subjects and the environmental conditions. The vision-based HAR 
research is the basis of many applications which are investigated to collect the 
stabilizing the eyes with regard to the outside world and aiming the eyes toward moving 
or stationary targets. In order to understand these motions, eye movements tracking and 
processing are considered. 

Electrooculography (EOG), is a common method for analyzing eye movement which 
is measured by two pairs of skin electrodes placed at the periorbital positions of the eye, 
plus an additional reference electrode on the forehead [1]. By this way, the vertical 
movement and the horizontal movement of the eye are identified in two different signal 
components. Thus, the characterizing EOG signal for deterministic dynamics 
demonstrates the classification of types of eye movement by chaos theory application. 
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Fig. 7. Electrode placement for measuring EOG signal; The raw EOG signal (a) Horizontal 

EOG signal (b) Vertical EOG signal. 

2 Background 

2.1 Electrooculography 

The electro-oculography (EOG) is a technique to measure the electrical signal of the 
eye which varies depending on the eye’s position. Essentially, the eye is the origin of a 
standing electrical potential field which is considered as a dipole, where the negative 
pole represented by the retina (posterior part of the eye) is oriented towards the positive 
pole, represented by the cornea (anterior part of the eye) [2]. By recording changes the 
rotation of the dipole, the eye movement can be tracked and its characteristics: 
amplitude, duration, and speed, can be obtained [3]. Typically, EOG shows signal 
amplitudes ranging from 5 to 20 μV /degree and a frequency range between 0 and 30 
Hz [4]. 

However, EOG signal is unstable because of the strongly affected by different 
sources of noise. For example, the activity of muscles tends to become a considerable 
number of artifacts in the EOG (eyelid closure, movement of the opposite eye, muscle 
action potential spike at the onset of a saccade) [5,6]. Furthermore, the noise generated 
by the contact resistance between skin and electrodes and the unstable attachment of 
the electrodes to the skin represents an interruption and impairment of the signal. In 
addition, a particular interference called baseline drift that deforms the raw EOG signal. 
Essentially, it affects to the signal of the eye movements, except for the saccades, as 
their duration is so short that the drift cannot be distinguished. Thus, the removing noise 
and baseline drift contamination is necessary to enhance the quality of EOG signal. 
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Fig. 8. The EOG signal after remove baseline dirft and noise 

2.2 Eye movements types 

To understanding the characteristic of eye movements from EOG signal collected, there 
are three basic eye movement types which are fluently detected by using this signal: 
saccades, fixations, and blinks. 

A saccade is a rapid movement of both eyes between two or more phases of fixation 
in the same direction. The saccade duration depends on the angular distance the eyes 
travel during this movement: the so-called saccade amplitude. In general, the 
characteristics of saccadic eye movements are 20° for the amplitude, and 10 - 100 ms 
for the duration [7]. 

Fixations are states when eyes essentially stop scanning the scene. Normally, 
fixations are defined as the time intervals of apparent ocular immobility between two 
saccades. The average duration of fixation is between 100 and 200 ms [8]. 

Blinks are defined as regular opening and closing of the eyelids to spread the tear 
across the corneal surface. There are three types: spontaneous blinking, reflex blinking, 
voluntary blinking [9]. The average blink rate varies between 12 and 19 blinks per 
minute while at rest [10] and duration is between 100 and 400 ms [11]. 

3 Methodology 

3.1 Recurrence Quantification Analysis 

Recurrence analysis is a technique to investigate the time evolution of data series which 
was developed to characterize the behavior of time series [12].  

EOG signals are denoted as time series in this study, which has the time sequence of 
the form {𝑥0; 𝑥1; 𝑥2…𝑥𝑖 …𝑥𝑛}, where 𝑥𝑖 denotes the signal at time 𝑖.  
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To characterize this signal a set of five recurrence variables which are investigated 
to defined that functioned as complexity measures based on diagonal line structuring in 
Recurrence Plots and recurrence quantification analysis (RQA). 
%𝑅𝐸𝐶(𝑅𝑅) is the percentage of recurrence or global recurrence measure, defined 

as: 

 %𝑅𝐸𝐶 = 100 ×
𝑁𝑅𝐸𝐶

𝑁𝑃
 (42) 

Where 𝑁𝑃 = 𝑛(𝑛−1)

2
 is the size of recurrent point. 

%𝐷𝐸𝑇 is the percentage of determinism, defined as: 

 %𝐷𝐸𝑇 = 100 ×
𝑁𝑃𝐷

𝑁𝑅𝐸𝐶
 (2) 

Where 𝑁𝑃𝐷 is the number of points on lines parallel to the main diagonal, 
considering that a line is formed with a minimum of at least two adjacent points. 
𝐸𝑁𝑇 is shannon entropy or a measure of the average information contained in the 

line-segment distribution, defined as: 

 𝐸𝑁𝑇 = −∑ 𝑝𝑘𝑙𝑜𝑔2(𝑝𝑘)
𝑛−1
𝑘=1  (3) 

Where 𝑝𝑘 is the proportion of diagonal lines of length 𝑘 over the total diagonal lines. 
3.2 State space reconstruction 

The reconstruction of state space can be obtained by using the concept of delayed time 
series a certain number of times. The number of the displaced time series with a time 
delay 𝑡 is called the embedding dimension 𝑚 [13]. To estimate time delay 𝑡 and the 
embedding dimension 𝑚 various approaches have been proposed. The most common 
techniques used to calculate the time delay are the first zero of the autocorrelation 
function or the first minimum of the mutual information function [14]. In this study, we 
choose the mutual information to estimate time delay 𝑡. 

Fundamental to the notion of information among measurements of mutual 
information between two measurements ai and bj drawn from sets A and B of possible 
measurements. This theorem asserts the formula: 

 𝑀𝐼(𝑇) = ∑ 𝑃(𝑠(𝑛), 𝑠(𝑛 + 𝑇))𝑙𝑜𝑔2 [
𝑃(𝑠(𝑛),𝑠(𝑛+𝑇))

𝑃(𝑠(𝑛))𝑃(𝑠(𝑛+𝑇))
]𝑠(𝑛),𝑠(𝑛+𝑇)  (4) 

When 𝑇 becomes large, the chaotic behavior of the signal makes the measurements 
𝑠(𝑛) and 𝑠(𝑛 +  𝑇) become independent in a practical sense, and 𝑀𝐼(𝑇) tends to 
zero[15]. The first minimum of 𝑀𝐼(𝑇) is a prescription, this means that for values of 𝑇 
near this minimum the coordinate system produced by time delay vectors is essentially 
as good as that for the 𝑇 which is the actual first minimum of 𝑀𝐼(𝑇) [16].  

To estimate the embedding dimension 𝑚, the False Nearest Neighbour algorithm is 
used which is based on the increasing the dimension until the percentage of neighbors 
of the points in the reconstructed space stops to decrease [17,18]. 
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4 Results 

Figure 4 shows the typical RPs for EOv, EOGh, and fixations segments. The delay and 
embedding dimension used for generating the RPs are 10 and 6 respectively.These 
figures indicate the dynamic behavior of the signal. Detection of types of eye 
movements by using CWT-coefficients (continous wavelet transform) graph show that 
in EOGh corresponds with the structure follow on RPs plot : fixation and saccades 
points were highly concentrated on diagonal line while the blink points which are 
detected by the pair of neighbor symmetric-peak by CWT which presents a white region 
in RPs (e.g (405:𝑛)). Therefore, these plots are unique for fixations-saccades and blink 
class, and hence, can be used to identify the unknown class easily even for shorter series 
of data. 

 
Fig. 9. Recurrence plots (RP) of EOG signals: (a) RP of EOGv indicate blinks (b) RP of EOGh 
(c) indicate only fixations. 

Table 1 shows the range of RQA features for a dataset includes 4 subjects while 
working with laptop. The results from table 1 confirm the information which are 
described in RPs, RQA shows the characteristic of EOG signal which can be predicted 
(mean of %𝐷𝐸𝑇 >  0.9, %𝑅𝑅 <  0.1, 𝐸𝑁𝑇 > 2 and the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.01). 

Table 86. Results of RQA features for EOGh and EOGv 

Subject EOGh EOGv 
%RR %DET ENT %RR %DET ENT 

S1 0,0254 0,9675 2,2325 0,0948 0,9726 2,6634 
S2 0,0166 0,9599 2,5501 0,0263 0,9446 2,2467 
S3 0,0345 0,9403 2,4423 0,1587 0,9803 2,9481 
S4 0,0228 0,9356 2,5586 0,0980 0,9942 3,9387 
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Fig. 10. 𝑁 = 2000 samples are reconstruction by using state space: (a) EOGh signal and CWT 

coefficients to detect saccades-fixation (peak > 20) ; (b) State space reconstruction in 2D, State 
space reconstruction in 3D (c). 

 
Fig. 11. 𝑁 = 2000 samples are reconstruction by using state space: (a) EOGv signal and CWT 

coefficients to detect blinks; (b) State space reconstruction in 2D, (c) State space reconstruction 
in 3D. 

The behavior of saccades in which signal is the interrupted between two fixations, 
the state-space shows this behavior in the movement of dots in space. By estimate the 
immediate switch point (Fig. 4 (c)), the saccades event can be collected. In addition, 
figure 5 shows the structure of blink in EOGv, the number of structures equal to the 
number of blinks. The confidence level of this method is concluded with the accuracy 
above 80% for whole subjects (80000 samples). 

5 Discussion 

RQA parameters and state space provide new efficient methods to detect the types of 
eye movements from EOG signal. Beside RQA and RPs also describe the periodic of 
EOG signal which can be predicted in future work such as prediction of eye- movement 
from EOG which opened discussions about how to observe activity and changing 
recognization of human. 
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Feature Extraction Techniques for Automatic Detection 
of some specific Cardiovascular Diseases using ECG:      

A Review and Evaluation Study 

Trieu Le, Triet Le, Trung Le, Toi Vo 

 Biomedical Engineering Department, International University-Vietnam National University, 
Ho Chi Minh City, Vietnam 

Abstract. Cardiovascular diseases (CVDs) are the leading cause of death 
globally. To effectively treat or prevent CVDs, automatic CVDs detection based 
on Electrocardiograph (ECG) monitoring is highly desirable. One major 
challenge in ECG classification is feature learning. This paper reviews developed 
techniques for feature extraction and an evaluation of their performances in Atrial 
Fibrillation (AF), Myocardial Infarction (MI) and Pericarditis detection. Feature 
extraction methods in this literature review can be divided into mainly four 
categories: linear feature, nonlinear feature, wavelet transform, deep learning. 
Three studies were implemented using database from PhysioNet to evaluate the 
effectiveness different feature extraction techniques on studies’ performance. The 
AF detection algorithm use morphology features, statistic features, spectral 
feature and wavelet entropy, presented a sensitivity of 96%, specificity of 93% 
and accuracy of 94.1%. In case of Pericarditis and MI detection, subband energy, 
permutation entropy and approximate entropy are the most noteworthy features. 
The study of detecting MI via Convolutional Neural Network and Wavelet 
Transform showed a sensitivity and specificity of 92.04% and 82.85% 
respectively, which is promising for further investigation. 
Keywords: Cardiovascular diseases detection, feature extraction techniques, 
ECG, linear feature, nonlinear feature, wavelet transform, deep learning. 

1 Introduction 

Cardiovascular diseases (CVDs) are the principal cause of death globally. The analysis 
of the ECG has been extensively used for diagnosing many cardiac diseases. ECG is a 
realistic record of the magnitude and direction of the electrical activity that is generated 
by depolarization and repolarization of the atria and ventricles. One cardiac cycle in 
ECG signal comprises the P wave, QRS complex and T wave. In order to accurately 
analyze an ECG signal, feature extraction is especially important to locate the 
characteristic of cardiac abnormalities. The improvement of precise and rapid methods 
for automatic ECG feature extraction is extremely necessary, particularly for the 
examination of long recordings. 
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2 Literature Review 

Feature extraction techniques include multiple methods, each of which exploit the data 
from a different aspect of the data. In this study, we investigate four main techniques 
of feature extraction, including: Linear feature, Nonlinear feature, Wavelet transform 
and Deep Learning. Figure 1 is the summary of the methodologies which we are going 
to review thoroughly to reveal these characteristics and applications. 

 
12. Fig. 192. Methodologies Summary 

 
2.1 Linear feature 

ECG feature extraction system provide key features for classification. Most of previous 
proposed method based on linear feature method. It includes time domain statistical, 
geometric measures and frequency domain spectral features. 

Time domain feature 
Time-domain is the analysis of mathematical functions, multidisciplinary signals and 
data, respect to time. ECG components such as P-wave form, QRS form, ST-segment 
form and RR intervals are analyzed to extract fundamental features of CVDs, including 
amplitude, duration and the number of waves, etc. which were considered in disease 
related to atrial fibrillation (AF) , premature atrial contraction[1-4]. PR segment 
deviation analysis is an effective tool in differential diagnosis of myopericarditis and 
ST-Elevation MI for patients presenting with ST elevation as well as arrhythmia 
detection [1, 5]. In addition, duration of QRS complex, QT interval and TP down-
slopping segment (Spodick’sign) in ECG signal with ST-segment elevation can be used 
to detect acute pericarditis [6, 7]. T wave amplitude and ST deviation are main features 
of myocardial infarction [8-11]. Q, R, and S amplitudes and the Q and S duration in 
each leads V2-V4 were used for diagnosing anterior infarct [12]. RR intervals or heart 
rate variability (HRV) is the salient feature in arrhythmia detection, especially AF 
diagnosis[13].  

 
13. Fig. 193. Morphology feature of ECG 
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Other RR interval statistical features as mean, max and standard deviation are proved 
giving expected performance [1, 14, 15]. Yaghouby et al. combined statistical and 
geometrical features from histogram of RR intervals of HRV data as well as improved 
forward floating selection analysis to increase performance of AF detection [16].  In 
[17], the coefficients of variation of the RR and ΔRR intervals computed from the 
standard density histograms are used to detect AF. 

Frequency domain feature 
Another approach of feature extraction is a spectral-domain perspective, the 
transformation of ECG signal from time domain to frequency domain. After spectrum 
frequency is found by applying fast Fourier transform, a set of following spectral 
features should be used for CVDs classification: main frequency peak, spectral 
component with maximal power content, spectral content below the main peak, spectral 
concentration in the band of the peak, first order moment, normalized first order spectral 
moment, second order moment, main peak amplitude to first harmonic amplitude ratio. 
These above features have showed their effectiveness in arrhythmia detection [18-20]. 
In [21], the number of harmonics (peaks) in this certain spectrum was counted to 
differentiate between atrial fibrillation and atrial flutter. 

2.2 Nonlinear feature 

The linear feature is unable to take into account the nonlinear dynamics of the ECG 
signal. On the other hand, the nonlinear features try to encompass and quantify the 
complexity of ECG signal or heart rate variability (HRV). 

Entropy, defined as a measure of the amount of information within a random process, 
has been playing a key role in biomedical and image analysis during the last few years. 
Indeed, entropy-based parameters have recently provided a significant ability to reveal 
useful information from disease. Shannon entropy (ShEn) provides a quantitative 
measure of uncertainty for a random variable which is lower in normal sinus rhythm 
than AF [22, 23]. Approximate entropy quantified the amount of regularity of data 
while permutation entropy estimates the signal complexity. 

 Phase space – Time embedding is the method reconstructing the R-R intervals and 
investigating the structure of the reconstructed attractor to diagnose cardiac arrhythmias 
[24, 25].  

Hidden Markov Model is a statistical model for predicting the state of a state 
machine based on observations. The RR sequence was modelled as a three-state 
Markov Process, the probabilistic distribution and transition between states for both 
normal rhythms and AF episodes is studied [3, 15, 26].  

Lorenz distribution is used for AF and tachycardia detection [27]. The Lorenz plot 
is a scatter plot of RR(i+1) versus RR(i), encodes the uncorrelated nature of RR 
intervals in the direction of change of three consecutive RR intervals.  

Poincare plot is applied to exploit the number of clusters, mean stepping increment 
of inter-beat intervals, and dispersion of the points around a diagonal line in plot [28] 
to classify non-AF and AF episodes.  
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2.3 Wavelet transform 

Since in most of the time, the desired ECG signals are either corrupted or embedded in 
noises, so proper classification is not always easy. Wavelet theory holds the property 
of multi-resolution analysis to give both time and frequency domain information of a 
signal. When analyzing signal of a non-stationary nature, it is often beneficial to be able 
to acquire both the time and frequency domains of a signal. 

Continuous Wavelet Transform (CWT) 
CWT equation given by:  

𝐶(𝑎, 𝑏) =
1

√|𝑎|
∫ 𝑥(𝑡) ∗ ф (

𝑡 − 𝑏

𝑎
)

∞

−∞

 

where ф is mother wavelet, a is scale parameter and b is translation parameter. In [29], 
the use of wavelet coherence (WTC) differentiates the normal and AF ECG signal. They 
calculated the WTC of two ECG signals (normal template and analyzed signal) of 10 
seconds duration using the ‘db4’ mother wavelet for integer scales from 1 to 100. 

Discrete Wavelet Transform (DWT) 
DWT of a signal is calculated by passing it through a series of filter. Filters of different 
cutoff frequencies are to analyze the signal at different scales. In wavelet domain, 
entropy at various decomposition levels of WT of ECG signal could be indicative of 
signal properties. The energy and entropy at each level have showed their effectiveness 
in myocardial infarction and arrhythmias analysis [30, 31]. Sarma et al. proposed an 
ECG arrhythmia classification scheme based on the wavelet subband energy features 
[32]. After approximate and detailed coefficients are obtained, subband energy (SE) is 
calculated. SE is given by ∑ |𝐶𝑛|

2𝑁
𝑛=1  where C means coefficients, n represents subband, 

and N is the total number of coefficients in the subband. In [33], two features are 
extracted for each coefficient: peak-to-average power ratio and log-energy entropy.  

 
14. Fig. 194. DWT 3 level 

2.4 Deep Learning 

Nowadays, deep learning has acquired significant interest in multidimensional signal 
processing due to their strong capabilities and functionalities for different application, 
such as object detection and classification in computer vision, natural language 
processing, and time-series data analysis [34]. Deep learning’s sophisticated technology 
and self-learning capabilities result in higher accuracy and faster processing. Deep 
neural networks do not require manual feature engineering, rather, they learn on their 
own by processing and learning the high-level and nonlinear features from raw data. 
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There are three common types of deep learning in ECG analysis: standard deep neural 
network, convolutional neural network, recurrent neural network.   

Standard Deep Neural Network 
A deep neural network is an artificial neural network with multiple hidden layers 
between the input and output layers. Jun et al. extracted six features from raw data and 
used them as input of premature ventricular contraction (PVC) beat classification phase. 
They built a deep neural network with 6 nodes of input layer, multiple hidden layers, 
and 2 nodes of output layer. This classifies normal and PVC beats with high 
performance of 99.41% and 96.08% for accuracy, and sensitivity, respectively [35]. 

Convolutional Neural Network (CNN) 
Adoption of CNNs as a feature learning mechanism, it is shown to be capable of 
generating robust features without requiring the domain knowledge and a feature 
selection algorithm, as opposed to conventional feature extraction schemes. CNNs are 
deep artificial neural networks that are used primarily to classify images and object 
recognition. They consist of three main layers: convolutional layer, max-pooling layer 
and fully-connected layer. The short-term Fourier transform (STFT) and stationary 
wavelet transform (SWT) were used to analyze ECG segments to obtain two-
dimensional (2-D) matrix input suitable for deep CNNs [36]. Tan et al. propose the 
implementation of long short-term memory network with CNN to automatically 
diagnose Coronary Artery Diseases ECG signals accurately [37]. Limam et al. 
implemented atrial fibrillation detection using convolutional recurrent neural network 
(RNN) [38]. 

3 Evaluation study 

3.1 Automatic Atrial Fibrillation detection using linear features 

Atrial Fibrillation (AF) is most common disease of arrhythmia, and its abnormally 
irregular heart rate indication allow us to detect at early stage. Table 1 shows nine 
features that are used for analyzing RR series variability and atrial activity in this work. 
First-hour ECG of 6 patients with sampling frequency 250Hz from MIT-BIH Atrial 
Fibrillation Database obtained from PhysioNet, were used [39]. There are totally 1200 
30-second windows (observations) for training and testing with 752 normal and 521 AF 
episodes. Through R-R variability, AF can be detected by comparing with Normal 
Sinus Rhythm. However, to improve the diagnostic accuracy, it is necessary to separate 
the electrical activity of the atria and analyzing both characteristics with 30 seconds 
sliding window. First, raw data is denoised by 4-order Butterworth highpass filter with 
cutoff frequency 0.5 Hz. Then discrete wavelet transform was used to extract cD2 so 
that signal only contain QRS complex component (high frequency part). R peak 
location was found by applying adaptive threshold (0.3*maximum of R peak’s 
amplitude). After that, four features which measure RR series variability is extracted 
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for training classification model: mean, minimum, maximum of RR intervals and 
wavelet entropy. In addition, QRST cancellation method is used to extract atrial activity 
(AA). The R-peak location is calculated by Pan-Tompkin algorithm and a time window 
where the atrial activity can be localized is defined (from R + 0.75*RR to R+ 0.95*RR 
with R is R peaks location)[40]. Then area, peak value, standard deviation and spectral 
analysis of AA are calculated as features for detection. Finally, Support Vector 
Machines with Gaussian kernel function is used as classifier. The result shows the 
effective of extracted feature to detect AF episodes with the specificity and sensitivity 
are 96%, 93% respectively. 

─ Table 87. Extracted features for AF detection 

RR Variability Atrial Activity 
Wavelet entropy Spectral analysis 

Mean RR Standard deviation 
Min RR P-peak deviation 
Max RR Area 

3.2 Differentiate Myocardial Infarction and Pericarditis using nonlinear 
features 

The most confusing element in the diagnosis of acute pericarditis is ECG 
misinterpretation, especially as acute myocardial infarction. Abnormal MI only occur 
in few leads, while pericarditis makes ST elevation in all leads. 142 ECG data are 
collected from PhysioNet – PTB Diagnostic ECG Database [39]. After beat 
segmentation, 5000 normal beats, 8000 MI beats and 330 pericarditis beats per a lead 
are used for training classifier. First, baseline-wandering and high-frequency noise was 
removed by using wavelet transform 11 level. Then, R-peaks are detected by Pan-
Tompkin algorithm [40]. In beat segmentation step, 250 samples to the left and 400 
samples to the right of R peak was considered 1 beat due to sampling frequency is 1000. 
Discrete wavelet transform 4 level with db6 mother wavelet is applied for each beat to 
obtain totally 8 subband coefficient. The following features are extracted: Approximate 
entropy (ApEn), Shannon Entropy (ShEn), Wavelet entropy (WaEn), Signal energy 
(SiEn), Fuzzy entropy (FuEn), Permutation entropy (PeEn) for each DWT coefficient. 
Finally, 48 features are used for feature selection step to validate their significance. 
There are eight class’s features (normal, 6 types of MI and pericarditis), ANOVA test 
is used in this work. The one-way analysis of variance (ANOVA) is used to determine 
whether there are any statistically significant differences between the means of eight 
independent (unrelated) groups. F is large when the difference in means is large 
comparing to the variability of the data.  

From the results in table 2, features which are extracted from low frequency subband, 
are seemly higher rank due to the information of heart electrical activity it contains. In 
addition, subband energy, permutation entropy and approximate entropy are the most 
significant features. There are differences in energy distribution and complexities 
between normal, MI and pericarditis ECG signal. 
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Table 2. Extracted features’ significance ranking 

 SiEn(A4) SiEn(A1) SiEn(A2) SiEn(A3) PeEn(A3) ApEn(D4) ApEn(D3) 
F-value 928.6740 928.5141 928.5136 928.5092 809.4399 722.3456 661.8763 

3.3 Detecting myocardial infarction by continuous wavelet transform and 
convolutional neural networks 

The existing MI detection algorithms analyze ST deviation, T peak. However, if 
relevant peaks are missed or detected by mistake, their performance may significantly 
decrease. Using hand-crafted and fixed features may not represent the key features of 
the signal. In this study, convolutional neural network (CNN) is used to detect 
myocardial infarction without the detection of ST deviation or T peak and the extraction 
of handcrafted manual feature. The ECG lead V6 of 147 subjects (48 normal and 99 
MI) of PTB Diagnostic ECG database were collected from PhysioNet [39]. Forty 
normal and eighty-eight MI cases are used for training and the rest of subject are used 
for validation. The raw ECG signal is divided every five seconds and normalized to 
normal distribution. The data segment is passed to continuous wavelet transform with 
bior1.5 mother wavelet and scale from 1 to 256. The transformation enables an ECG 
signal (1-D) to be applied to CNN which process two-dimensional (2-D) data. Then 2-
D matrix data is mapped to RBG images with size of 256x256 as input of CNN. Figure 
4 shows the architecture of CNN which consists of two convolutional layers, two max-
pooling layers, two ReLU layers, two fully-connected layers and a softmax layer. The 
learning rate is set to 0.0001, batch size of each iteration is 32 observations and network 
is built by training 10 epochs. Adam optimizer – a method for stochastic optimization 
– is used to update weights of kernel filter. The sensitivity and specificity of proposed 
method are 92.04% and 82.85% respectively. The results show that learning of 
convolutional layer is a promising extraction technique. In the future, hyperparameters 
will be tuned to improve performance of the algorithm. 
 

 
15. Fig. 195. CNN's architecture: MI Detection 
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4 Comparison between methodologies 

The following table is the detailed comparison between methodologies to show the 
advantages and weaknesses of each methods which would give the readers more 
information to choose their methods they should apply. 

 
 Advantages Disadvantages 

Linear 
feature 

Time-domain 

 Quite simple and evolvable 
 Real time ECG monitoring due to 

low computational complexity 

 Performance depends on peaks 
detection, significantly decrease 
when noise is present 

 Not specific and certain for the 
whole of patient population 

Frequency-
domain 

 Capable of analyzing atrial activity 
source 
 

 Need to combine with other 
features to improve accuracy 

 Performance is affected by 
noise 

 Frequency band of ventricle 
activity overlaps atrial activity 

Nonlinear feature 

 More suitable and stable for ECG 
analysis due to its nonstationary 
characteristic 

 Capture nonlinear behavior of ECG 
signal 

 High computation 

 Need of feature selection 

Wavelet 

Continuous 
(CWT) 

 Capture both time and frequency 
information 

 Effectiveness in noise condition 

 Loss of information when 
transformation 

Discrete 
(DWT) 

Deep Learning 

 Machine-crafted features 
 No need of predefined formula to 

calculate features and choose 
appropriate features 

 More generalized for patient 
population than conventional 
features 

Require large of training data 
High computational training 

5 Conclusion 

Feature extraction extensively affects classification performance. Therefore, we need 
to find appropriate features for different CVDs detection. In this paper, we have 
reviewed the recent feature extraction techniques in ECG. Time domain, frequency 
domain, wavelet domain of signal is analyzed to exploit key features for classification. 
Deep learning can extract features without predefined formula (machine-crafted 
features). The evaluated performance of different features in cardiovascular diseases 
detection is provided. Linear features are simple and fast computation; however, 
missing information in presence of noise. Nonlinear features are promising features due 
to nonlinear and nonstationary characteristics of ECG signal. Deep learning is the most 
modernized technique for feature extraction. It does not require manual feature 
engineering as it could learn on their own by processing and learning the high-level and 
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nonlinear features from raw data. However, it requires a much bigger amount of data 
for training compare to conventional methods.  
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Abstract. The knowledge attained from deep brain structure allows for the 
establishment of novel computational-based methods for yielding insights into 
pathophysiology and electrophysiology of neurological and degenerative brain 
disorders for aiding medical treatment and diagnosis, namely Epilepsy, 
Parkinson's disease, and Alzheimer’s disease. To support those purposes, 
Electroencephalography is a readily accessible, noninvasive and relatively 
inexpensive monitoring method to serve diagnostic purposes, analytical tools for 
brain investigation, and inherently features an excellent temporal resolution for 
recording behaviors of brain's spontaneous electrical activities over a period of 
time which follow a non-stationary dynamic process. In fact, the representation 
of the system also differs across individuals due to the identification of person-
specific parameters. This paper proposes a scheme that extracts features 
characterizing the personalized spatial-temporal structure contained in EEG 
associated with Parkinson's disease and Epilepsy, then build an 
electrophysiological model using only EEG signal for the individual to enhance 
accuracy for detection of these diseases. The primary result of classifying some 
non-linear features (Approximate entropy, Sample entropy, Fractal Dimension, 
and Hurst exponent) between normal and epilepsy segments showed high 
performance in classifiers (Decision tree: 80.5 ± 1.24 %, K-nearest neighbor: 81.6 
± 1.52 %, Support vector machine: 82.6 ± 0.34 %). 
Keywords: EEG, Non-linear features, Electrophysiological model, Deep brain 
activity 

1 Introduction 

Electroencephalography (EEG) is a non-invasive technique that records the electrical 
field produced by the neural electrical activity in the brain. EEG has good temporal 
resolution and high test-retest which help recognizing some fundamental hallmark of 
cortical functions and might provide some important biomarkers for brain disorders 
such as Epilepsy, Alzheimer’s disease, major depressive disorder and so on[1, 2]. 

 
This study focus on two common neurological disorders proceeding from deep brain 
structure, namely Parkinson’s Disease (PD) and Epilepsy. PD is a long term disorder 
of the central nervous system that mainly affects the motor system. In normal human, 
the neurons from the Substantia Nirga in the basal nuclei of basal ganglia in midbrain 
will produce dopamine (a neurotransmitter) to corpus striatum (the region in brain 
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controls muscle movement). In PD’s patient, that neurons are reduced, lead to the 
missing of dopamine. Consequences are performance of many symptoms (Tremors, 
Muscle rigidity, Brandykinesia, Postural instability…), and their severity will increase 
ascending in 5 stages. To diagnosis PD, doctors usually rely on a physical examination, 
symptoms and the patient’s family history with the help of some methods that are blood 
test, imaging test (EEG, CT or MRI), PET. Main treatment options are pharmacology 
(Levodopa, Anticholinergic…), surgery (implanted Deep Brain Stimulation)[3]. In PD, 
EEG was researched to use in diagnosing and optimizing effectiveness and minimizing 
complications of PD treatment (surgery). However, EEG contains no objective 
diagnostic markers and just provides some hallmarks associated with dopamine loss 
such as rhythm, changes in firing rates, burst activity, neuronal oscillation, and 
synchrony which may present early signs of cortical dysfunction[4].  

 
In term of Epilepsy, a chronic disorder, the hallmark of which is recurrent, unprovoked 
seizure. Many people with epilepsy have more than one type of seizure and may have 
other symptoms of neurological problems as well. Those decrease patient’s quality of 
life, limit their activity from joining traffic or doing recreation. The causes that make 
Epilepsy are unidentifiable, but there are some factors such as genetic influence and 
brain conditions (stroke, tumor…) which could change some neurons become “burster 
cells” then cause epileptic seizure. Unlike PD, EEG is the most common test in 
diagnosing Epilepsy, but it is not the most useful test in confirming a diagnosis of 
Epilepsy because an abnormal EEG result do not always associate with an Epilepsy. 
Doctor often combines EEG with video records to have important clues for determine 
either Epilepsy or not and what type of Epilepsy is. In addition, although EEG remains 
critical in in seizure localization, it is often inconclusive[5]. 

 
The main purpose of our study is to investigate a method to enhance the efficiency of 
EEG signal processing not only in detecting PD and Epilepsy (what it is), but also 
localize the source having abnormal activity in brain (where it comes from). To achieve 
this goal, we apply some nonlinear feature extraction method such as Approximate 
entropy, Sample entropy, Fractal Dimension, and Hurst exponent to quantify nonlinear 
information, and using them to train machine learning models. Furthermore, the 
electrophysiological model is also a method is considered to extend dynamic property 
in EEG, and it is expected to provide a detailed picture about brain structure in both 
spatial and temporal resolution. 

2 Background 

Machine learning is a powerful tool using statistical technique to give computer systems 
the ability to learn with data, without being explicitly programed. Machine learning task 
was applied to solve the classification problem in this study that is supervised learning. 
From training set which consists of example pairs (data-label), it can infer a function 
generalizing the training data to predict outcome of new input[6]. There are many 
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machine learning algorithms applied to the problem such as Support Vector Machine, 
Decision Tree, K-Nearest Neighbor. 

3 Method 

3.1 Prepared data 

The EEG dataset used in this work was available at the University of Bonn[7] which 
contain three categories: normal segments, interictal segments, and ictal segments. For 
each categories, 100 segments were taken. Each EEG segments were recorded using 
128-channel amplifier system, digitized with a sampling rate of 173.61 Hz and 12-bit 
A/D resolution, and filtered using a 0.53∼40Hz (12 dB/octave) band pass filter. Figure 
1 illustrates three types of segments. We select 5 seconds of each segment for feature 
extraction and classification.  

 
 
 
 
 
 
 
 
 

 
 (a)   (b) 

 
 
 
 
 
 
 

Fig. 196. EEG signal (a) normal, (b) interictal, and 
(c) ictal (c)  

3.2 Feature extraction 

Entropy 
 
Approximate entropy (ApEn): ApEn describes the predictability of a time series data[8]. 
In other words, these entropy features represent the possibility of the next values in time 
series would be in a specific range. In term of calculation, consider a time series 
u(1), u(2),… , u(N) with N is length of time series, an integer m is the length of 
sequences to be compared, and a positive real number r is the tolerance for accepting 
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matches. A sequence of vectors 𝐱m(i) with 1 ≤ i ≤ N −m+ 1 are formed where 
𝐱m(i) = {u(i), u(i + 1), … , u(i + m− 1)} The distance between two vectors 
d[𝐱m(i), 𝐱m(j)] with 1 ≤ j ≤ N −m+ 1 is the maximum difference between their 
corresponding scalar components. Let Ai is the number such that  d[𝐱m(i), 𝐱m(j)] ≤ r 
and Bi is the number such that d[𝐱m+1(i), 𝐱m+1(j)] ≤ r (vector 𝐱m+1(i) is created 
similarly with 𝐱m(i) by replacing m with m+ 1), the probability of any vector 𝐱m(j) 
is within r of 𝐱m(i) and the probability of any vector 𝐱m+1(j) is within r of 𝐱m+1(i) are 
given by 

Ci
m(r) =

Ai
N−m+ 1

(43) 

Ci
m+1(r) =

Bi
N −m

(44) 

ApEn is given by 

ApEn =  
1

N− m+ 1
∑ log

N−m+1

i=1

Ci
m(r) −

1

N −m
∑ log

N−m

i=1

Ci
m+1(r)(45) 

 
Sample Entropy (SampEn): SampEn reduces the bias by not considering self-matches 
in calculation of ApEn[8]. Given a time series u(1), u(2),… , u(N), form two sequence 
of vector 𝐱m(i)′ = [u(i), u(i + 1),… , u(i + m− 1)] and 𝐱m+1(i)′ = [u(i), u(i +
1), … , u(i +m)] with 1 ≤ i ≤ N −m. Let Ai′ is the number such that  
d[𝐱m(i)′, 𝐱m(j)′] ≤ r and Bi′ is the number such that d[𝐱m+1(i)′, 𝐱m+1(j)′] ≤ r, the 
probability of any vector 𝐱m(j) is within r of 𝐱m(i) and the probability of any vector 
𝐱m+1(j) is within r of 𝐱m+1(i) are given by 

Ci
m(r)′ =

Ai′

N −m+ 1
(46) 

Ci
m+1(r)′ =

Bi′

N −m+ 1
(47) 

SampEn is given by 

SampEn = ln 
∑ Ci

m(r)′N−m
i=1

∑ Ci
m+1(r)′N−m

i=1

(48) 

 
 

Higuchi Fractal Dimension (FD): FD is a powerful tool for transient detection and it 
can be used to measure the dimensional complexity of biological signals[7]. In term of 
calculation, given a time series u(1), u(2), … , u(N), decompose original time series 
into each k, an integer,  time series given by  

u(k,m) = {u(m), u(m + k), u(m + 2k),… , u(m + int (
N−m

k
) k)} (49) 
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where 𝑚 = 1, 2, . . . , 𝑘 and int( ) is an integer function. The length of each time series 
is computed by  

L(m,k) = k−1

(

 ∑|u(m + ik) − u(m + (i − 1)k)|

N−m
k

i=1
)

 
N − 1

(
N−m
k

)k
(50) 

and the average length for each L(k) is L(k) = ∑ L(m,k)k
m=1

k
 . FD is given by  

FD = log(L(k)) /log (
1

k
)(51) 

 
Hurst Exponent (H): Hurst exponent is a measure of the degree of long-range 
dependence in a time-series. The high value indicate smooth trend while the low value 
show the roughness[7]. The value of Hurst exponent vary between 0 and 1. The formula 
is  

H =
log (

R
S
)

log(N)
(52) 

where R is difference between maximum and minimum deviation from the mean of the 
time series, S is standard deviation and N is length of that time series. 
 

3.3 Electroencephalography model 

Despite nonlinear features and phase space can capture some dynamic properties of 
brain system through EEG, we want to have further steps in investigating brain structure 
due to limitation in low spatial resolution of EEG[9]. Recently, Electroencephalography 
model emerged as state-of-the-art methods help improving brain-structure analysis. We 
expect to create a model based on EEG that can characterize some personal information 
of brain and infer behaviors of current sources – source localization. This problem is 
also called EEG inverse problem including two parts: one estimating a gain matrix 
which contains information about geometry and conductivities of compartments in 
brain, location and orientation of dipoles; one estimating current voltage of 
sources/dipoles. The problem can be described by following mathematical 
formulation[10]. 

Y = AX + e(53) 

where Y is EEG measurement, X is EEG sources, A is lead field/gain matrix and e is 
noise. 

In equation (11), there just has one given information that is EEG measurement Y, while 
remaining variables need to be estimated from EEG. This is an ill-posed problem 
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because there are many solutions (A and X) can correspond with EEG measurement. In 
term of noise, we have two ways to treat it that are considering noise as a distribution 
controlled by parameters and estimating them, or modeling noise but increasing the 
complexity of problem. 

Our approach is applying novel techniques of data-driven forward inference and deep 
learning to solve conductivity and source estimation problem respectively [11]. 
 
Data-driven forward model: The accuracy of solution for source localization is highly 
sensitive to how we correct the geometry and the conductivity of brain, because the 
dissimilarities among individuals can lead to errors in the EEG inverse problem[12]. 
The data-driven forward inference is applied to estimate an optimal person-specific 
model based on EEG without structural scans or conductivity measurement. The 
method include two parts: generating forward models from training data containing 
structural scans of the corpus subjects, and minimizing the free energy of new test 
subject to infer best suited forward model for the EEG provided. The assumption of this 
method is that the source distribution of interest is sparse. 
 
Free energy of MarkoVG: The Variation Garrote (VG) introduces new binary 
variables S ∈ {0,1}N∗T that indicate the spatio-temporal activation states (inactive or 
active) to forward model in equation (11). 

Ykt =∑AknSntXnt + Ekt

N

n=1

(54) 

Where N presents for number of sources, K for number of electrodes and T is time 
samples. The solution is found by computing the expectation of binary variable S and 
remaining variables. 
 
Marko prior is applied for controlling degree of temporal smoothness and spatial 
sparsity of Snt. For dipole location n the transition probabilities of Snt thus depend on 
the activation state at previous time t − 1. 

Γji = P(Snt = j|Sn,t−1 = i), where i, j = 0,1. 

Γ = [
Γ00 Γ01
Γ10 Γ11

] = [
1 − Γ10 Γ01
Γ10 1 − Γ01

] (55) 

 
Instead of optimizing the posterior p(S, X, β|D, Γ), we can minimize the free energy with 
Markovian prior which describes an upper bound on the negative log-likelihood to find 
optimal solution. 
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Ft(M, X, β, Z, λ) = −
Kt

2
log

β

2π
+
β

2
∑(Yk − Zk)

2 +
Kβ

2
∑Mn(1 − Mn)Xn

2χnn
nk

−∑[Mnlog
Γ10
Γ00
+Mn,t−1log

Γ01
Γ00
+ (Mn ∗ Mn,t−1)log

Γ00Γ11
Γ01Γ10

]

n

+Ntlog
1

Γ00
+∑[Mn log(Mn) + (1 − Mn) log(1 −Mn)]

n

+∑λk(Zk −∑AknMnXn
n

)
k

(56) 

Where M is variational mean which describes the probability of source n being active 
at time t, β is controlling parameter of noise variance, Zk = ∑ AknMnXnn  and λ are 
Lagrange multipliers. With X, these parameters are updated by Gradient descent, and 
estimated by minimizing free energy function. Before minimizing the function, two 
parameters  γ1 = log

Γ10Γ01

Γ00
2  and γ2 = log

Γ00Γ11

Γ01Γ10
 indicate level of sparsity and 

smoothness respectively should be find using four fold cross-validation. 
 
Minimizing free energy also is minimizing the difference between real signal Y and 
simulated signal Z. In addition, the free energy function prefers a dynamic system which 
has high probability to transit into another state of dipoles; to a stationary system.  

4 Classification and Results 

We calculate ApEn, SampEn, Higuchi Fractal Dimension (FD), and Hurst Exponent 
(H). ANOVA test is used to determine the significant features. Table 1 show the range 
and p-value of four features for three EEG classes. We see that p-values are very low, 
which mean all features are significant. 
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Table 88. Range (Mean ± Standard Deviation) of features for normal, interictal, and ictal EEG 
classes. 

Features Normal Interictal Ictal p-value 

ApEn 1.327 ± 0.178 0.761 ± 0.237 0.969 ± 0.197 < 0.001 

SampEn 1.223 ± 0.114 0.670 ± 0.231 0.732 ± 0.196 < 0.001 

FD 1.197 ± 0.051 1.272 ± 0.045 1.087 ± 0.031 < 0.001 

H 0.766 ± 0.072 0.770 ± 0.078 0.529 ± 0.121 < 0.001 

 
  
We use three machine learning algorithms, which are Decision Tree (DT), K-Nearest 
Neighbor (KNN), and Support Vector Machine (SVM), to classifier three classes based 
on four significant features mentioned above. Table 2 shows the results of the sensitivity 
(Sn), specificity (Sp), accuracy (Acc), and Positive Predict Value (PPV) recorded by 
three classifiers using all four features. 
 

Table 89. The Sensitivity, Specificity, Accuracy and Positive Predict Value presented by the 
three classifiers using four six features for training and testing (Mean ± Standard Deviation). 

Classifiers Acc (%) PPV (%) Sn (%) Sp (%) 

DT 80.5 ± 1.24 80.7 ± 4.88 80.5 ± 3.12 80.5 ± 1.83 

KNN 81.6 ± 1.52 81. 8 ± 5.92 81.0 ± 5.92 81.0 ± 3.00 

SVM 82.6 ± 0.34 81.7 ± 3.26 81.8 ± 4.33 81.8 ± 2.61 

 
  
The result of electroencephalography model is working for ongoing conversation. 

5 Discussion 

SVM give the highest value in classification with 82% for accuracy and about 81% for 
sensitivity, specificity, and PPV. However, the results in classification are lower than 
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our expectation (need to greater than 90%). We would like to enhance the results by 
applying Electroencephalography model. We suppose to use the EEG sources in the 
model for the implementation instead of EEG. We expect the result better than the 
current results. 

6 Conclusion 

PD and epilepsy are two subjects researched to investigate the dynamic properties of 
deep brain structure. However, we will work for epilepsy’s data first to complete the 
scheme of method for analyzing the attribute and dynamic of deep brain activity, 
because epilepsy was proved as a dynamic disease of neuronal networks. Machine 
learning and nonlinear futures are significant tools to recognize the patterns of EEG in 
epilepsy, and their results will be used to combine with the analysis of 
electrophysiological model. 
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Abstract. HBV infection is a leading cause of chronic hepatitis. The new 
advances in diagnosis and treatment of hepatitis B have significantly 
contributed in limiting several complications of hepatitis including the 
usage of molecular biotechnological method such as real-time PCR, 
typically, which become a  helpful method in diagnosis, monitoring, and 
treatment of disease. The study aimed at developing a real-time PCR assay 
in order to quantify viral load in blood, genotype and characteristic antiviral 
drug (Lamivudine – LAM, Adefovir – ADV) resistance mutation in 
hepatitis B in patients of Tayninh Hospital, Tayninh province, Vietnam. 
According to results, in Tay Ninh, we certainly recorded several clinical 
parameters of HBV infections. The patient’s age at HBV infection was 37.5 
± 13.7. Impact of HBV infection in female was counted for 58.5%, the 
proportion of persons without consideration they are infected with HBV 
was up to 55.5%, the main of HBV infection through the spread of blood 
was 94.5%. The ALT value with normal range, HBeAg negative and 
without any recommendation for hepatitis treatment were counted for 
74.5%, 71%, 68.5% in turn. In HBsAg positive group, 73.5% HBV DNA 
positive for predominant genotype B was counted for 78.2%. The group 
with high viral load with ≥ 20,000 UI/mL was counted for 27.5%. The 
proportion of antiviral drug resistance mutation in LAM, both LAM and 
ADV were counted for 67.3%, 43.3% in turn. In the group of LAM 
resistance, double mutations at 204I, 204V was 52.6%. In cases of ADV 
resistance, double mutations at 181V, 181T was reached to the highest 
proportion with 48.2%. Antiviral drug resistance mutation frequently 
occurred in the younger group, associated with the high ratio of HBeAg 
positive, increasing of ALT and high viral load, whereas there is no 
difference in genotype effected on clinical and subclinical factors.   
Keywords: antiviral drug resistance, chronic Hepatitis B, Hepatitis B, 
genotype, Real-time PCR, viral load. 

 
1 Introduction 

According to the report of WHO, currently over two billion people were infected with 
hepatitis virus B worldwide, the prevalence of acute infection was 6%, of which about 5 
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– 10% will turn in to chronic infection in adult population and up to 90% in child 
population. The mortality rate in the cases with acute infection was 1%. Hepatitis B virus 
infection was leading to the chronic hepatitis, cirrhosis, primary liver cancer that lead to 
one million deaths per year [11, 15]. In Vietnam, the prevalence of HBV infection was 15 
– 20%. Besides, the ratio of HBV infection in cirrhosis and primary liver cancer patient 
was 80 – 92% [16, 18, 21]. In Vietnam, the common HBV genotype were B and C [5, 12, 
13]. Recent studies showed that there was a strong relationship between genotype and 
hepatitis B incubation period, disease process, viral escape from immune system, and drug 
response [6, 14, 15]. In hepatitis therapy, Lamivudine (LAM), Adefovir (ADV) were the 
common drug used for treatment due to oral solution and fewer side effects [9]. However, 
currently use was limited by drug resistance status, which increased during the duration 
of HBV treatment [10]. In Tayninh province, Vietnam, hepatitis B was the common 
disease with predicted proportion was 10% of HBsAg tests. The implementary of HBV 
therapy in Tayninh hospital was preliminary, because they lacked of means for diagnosis. 
Therefore, the current study aimed to evaluate the HBV genotype, viral load and antivirus 
drug resistance mutation in Tay Ninh Hospital, Vietnam.  
 
2 Materials and Methods 
This study was carried out on patient, treated in Tayninh Hospital, Vietnam, whose 
positive HBsAg which tested by serology test and without any treatment by using 
antiviral HBV. Blood samples were collected, then, having a ALT and HBeAg test. The 
sample with the average of ALT level less than 42 UI/ml was used in this study.  
2.1 Real-time PCR reaction 

DNA was collected from patient’s serum using iVApDNA Extraction Kit (Code: 
VA.A92-002D). Real-time PCR reaction was carried out using Real-time PCR kit 
supported by Viet A Technologies Joint Stock (Vietnam) including Lightpower iVA 
HBV qPCR Plus Kit (to quantify viral load in blood with a detection threshold of 
60IU/ml); LightPower iVA HBV LamP rPCR Plus Kit: VA. A02-001G and LightPower 
iVA HBV AdeR rPCR Kit: VA. A02-001I (to examine common types of Lamivudine 
resistance mutation including L180M, M204I, M20V and Adefovir resistance mutation 
including A181T, A181V, N236T); LightPower iVA HBV genotype rPCR Plus Kit: 
VA. A02-001E (to identify three common genotypes of HBV in Vietnam including A, 
B and C). 
2.2 Data statistical analyzing 

SSPS software was used to statistical analyze research data with p value < 0.05 which 
was considered significant. χ2 test was applied to determine the correlation between 
variances, if χ2 test was not appropriate, the method likelihood ratio will be replaced. t 
test and ANOVA-one way were used to compare variances. The Mann-Whitney and 
kruskal-Wallis method will be replaced if previous methods were not appropriate.  
 
3 Results and Discussions 

3.1 Characteristics of samples  
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200 cases of HBsAg positive out of 1928 cases, which had a serological test, were 
collected from February, 2012 to October, 2012. It was accounted for 10.4%. 200 cases 
showed the patient’s age with the average age is 37.5 ± 13.7 range from 10 to 83 years 
old. Moreover, male and female are accounted for 83 cases (41.5%), 117 cases female 
(58.5%). In general, HBV infection at Tay Ninh is fluctuation in the patient age, it means 
that the rate of infected in women is higher than in men, more and a half patient without 
any consideration that they are HBV infected (55.5%). The majority of cases were 
outpatients, purpose of their tests was in order to check for HBV infected or uninfected, 
moreover, monitoring the case of HBV infected counted for 61.5%. The number of cases 
that had normal ALT was 149/200 (74.5%), ALT that was above normal from 1 to 2 fold 
was 32/200 (16.0%), and ALT that was above 2 x 42 UI/ml was 19/200 (9.5%). In 200 
HBsAg positive cases, only 58 cases of which had HBeAg positive, which accounted for 
29%. With the HBV DNA detection threshold, in 200 cases, 52 samples (26.5%) of 
which were negative and 147 samples (73.5%) were positive, only 55 cases (27.5%) of 
which had the viral load over 20,000 UI/ml. The viral load was the helpful method to 
estimate exactly the viral replication and it also was a necessary criterion to determine 
the method, that will be used for HBV treatment  
In 147 HBV DNA positive cases, the results showed that genotype B, C made up 115 
cases (78.2%), 26 cases (17.7%) and both genotype B, C infections were counted for 6 
cases (4.1%). The genotype B/C rate was round 4/1. Moreover, in this study, no other 
genotypes were found out except genotype B and C. The results of this study were no 
any differences to previous studies including the contribution of HBV genotypes, which 
were various depended on geography, continents, and countries. The genotype B and C 
were common in Asian countries, Japan and Pacific region, moreover, the infectious rate 
of genotype B was higher than genotype C [1, 2, 3, 16, 17, 21,].  
In this study, we used the Real-time PCR kit, which was supported by Viet A company 
to detect the mutation of HBV. The positions of LAM resistance located regularly on the 
domain C of HBV reverse transcriptase gene segments, mainly YMDD type (Tyrosine-
Methionine-Aspartate-Aspartate), in which Methionine replaced by Valine and 
Isoleucine (rtM204V/I). Other mutations associated to LAM resistance were the 
replacement Leucine by Methionine on B domain (rtL236T, rtA181T/V mutations) [7, 
8], and some mutations occurred on 3 rt regions belonged to HBV polymerase [4].  
In 147 cases were found out LAM and AVD resistance, 99 cases of which were drug 
mutation (67.3%) and 48 (32.7%) of which were without any drug mutation. There were 
43 cases (43.4%) of LAM resistance, 21 cases (21.2%) of ADV resistance and 35 cases 
(35.4%) of both LAM and ADV resistance out of 99 cases of drug resistance. The results 
of this study showed that double LAM resistance mutation occurred on two positions 
M204I and M204V, moreover, dual DAV resistance mutation on two positions A181V 
and A181T with the high proportion, corresponding to 41/78 cases (52.6%) and 27/56 
cases (48.2%). 5 mutation L180M cases were detected with M204I/V and only 1 case of 
L180M mutation was detected; there was no any cases of N236T mutations with ADV 
resistance out of 147 positive samples. According to a study was performed from 
August, 2004 to May, 2006 on 122 patients at Medic medical center, Vietnam by Ho, T. 
D. at el., [3], authors used sequencing method on OpenGene system with TruGene 
reagent (Bayer), as the results, 78 cases (63.9%) carried LAM mutation with the 
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following types and ratio of mutations: L180M & M204I (11,5%); L180M & M204V 
(36,1%); L180M, M204V & V173L (0,8%); L180M, M204V & V207I (0,8%); M204I 
(12,3%); M204I & V207I (0,8%); M204V (1,6%). To make a comparison with this 
study, at the time of 2012, it meant that was 8 years later; the percentage of LAM 
resistance was increased by more than 15%. Compared with mutations which detected 
on our study, these results were different from us, however, L180M and/or M204I, 
and/or M204V regularly appeared either alone or combined together, in some case, it 
combined with other mutations such as V173L or V207I with a very low rate (0.8%). A 
previous study which was found out by Nguyen, C. V. et al., (2008) [4] showed that 
Nested PCR-RFLP was used to detect mutation resistance; LAM resistance mutations 
were detected with the high frequency counted for 74.4%, common types of mutations 
were M204I (39.2%) and L180M/M204I (14.7%). Nested PCR-RFLP was considered 
as more advantages in detection – discrimination between wild HBV and HBV mutation. 
To have a comparison of LAM resistance with our study conducted 4 years later, 2012, 
the rate of LAM resistance counted for 79.2%, it was equivalent to study of Nguyen’s 
study. However, there were differences in the common types of mutation: single 
mutation was detected in 26.9%, dual mutations M204I/V were 52.6%.  
In spite of consideration on the characteristics: the high frequency of mutations occurred 
commonly (such as L180M, M204I/V, A181V/T and N236T), addition to these 
mutations almost occurred with the low frequency mutation; the protocol for detecting 
mutation based on Real-time PCR technique in this study show that 99 cases carried 
mutations out of 147 cases. In 48/147 (32.7%) negative cases: patients were probably 
without any mutations, or the Real-time PCR method did not detect all mutations which 
may be occurred separately. Therefore, we temporarily concluded that all of these cases 
did not have any mutations of drug resistance, in future, sequencing method will be 
applied in detect other mutations in these 48 cases. 
3.2 The effects of drug resistance on other clinical factors 

The results of this study indicated that there were no any significant differences between 
resistance mutation and patient’s sex (p=0.583), patient relatives who were HBV 
infected (p=0.413). 

Table 1. The correlation of resistance mutation and age of patients. 

 Drug resistance mutation  

 Resistance  Non-resistance p 

Age (SD) 36.2 (14.3) 41.0 (13.4) 0.046 

Table 2 showed that drug resistance mutation combined with high the proportion of 
HBeAg positive and vice versa. These results also were similar to the study of Tan, Y. 
W. et al., (2012) [20], it meant that there was a difference between two groups of HBeAg 
positive and negative with YMDD mutation. 
Table 2. The relationship between drug resistance mutation and HBeAg 
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 Drug resistance mutation  p 

HBeAg (%) Resistance Nonresistance 

< 0,001 Positive 47 (47.5) 5 (10.4) 

Negative 52 (52.5) 43 (89.6) 

ALT concentration of the patients with drug resistance mutation was higher than the 
patients without mutation (p = 0.022, Table 3). Patients with mutation had viral load 
higher: median of viral load in case of mutation was 79.600 (1.726 – 18,800,000 IU/ml), 
in the case without mutations was 235 (60 – 510 UI/ml). These were significant 
differences (p<0.001, table 4). Drug resistance mutation was the changes in viral material 
that occurred to lose the prohibition of DNA replication of LAM and ADV. It could be 
deduced that HBV had more convenience on replication, so that, leading to increase the 
viral load.  

Table 3. The relationship between drug resistance mutation and ALT 

 Drug resistance mutation  

 Resistance Non-resistance p 

ALT (UI/mL) 32 (21 – 52) 25 (15,75 – 35,75) 0,022 

Table 4. The relationship between drug resistance mutation and viral load 

 Drug resistance mutation  

 Resistance Non-resistance p 

Virus load (IU/mL) 79,600 (1,726 – 18,800,000) 253 (60 – 510) < 0.001 

In the study of Sinn, D. H. et al., (2011) [19], the results were recorded that viral load in 
the group of patients with LAM resistance combined with ADV resistance (rtA181V/T 
and/or rtN236T) was higher. So that viral load due to being used as the important marker 
for monitoring the hepatitis therapy.  
From above data, according to our suggestions, it was very necessary and important to 
screen resistance mutation including the LAM resistance such as M204I/V, L180M; 
ADV resistant such as A181V/T, N236T. With the characteristics of LAM, ADV 
resistance was study on this initial research, if the protocol treatment with NUCs+/-
interferon was applied in Tay Ninh hospital, the screening and selection of mutations 
were very essential. The protocol for detecting the resistance mutation by using Real-
time PCR was proved to have more effective in clinical application. 
 
4 Conclusion 
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The average age of patient was 35.5 ± 13.7; HBV infection in female was counted for 
58.5%, the proportion of persons without consideration they are infected with HBV was 
up to 55.5%, the main of HBV infection through the spread of blood was 94.5%. The 
ALT value with normal range, HBeAg negative and without any recommendation for 
hepatitis treatment are counted for 74.5%, 71%, 68.5% in turn. In HBsAg positive group, 
73.5% HBV DNA positive for predominant genotype B was counted for 78.2%. Group 
with high viral load with ≥ 20,000 UI/mL was counted for 27.5%. The proportion of 
antiviral drug resistance mutation in LAM, both LAM and ADV were counted for 
67.3%, 43.3% in turn. In the group of LAM resistance, double mutations at 204I, 204V 
was 52.6%. In cases of ADV resistance, double mutations at 181V, 181T was up to the 
highest proportion with 48.2%. The effects of genotypes on clinical and subclinical 
factors were not significant differences. Resistance mutation regularly occurred in young 
people with high HBeAg positive, ALT and viral load.  
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Abstract. Apolipoprotein (Apo) B gene consists of 28 introns, 29 exons and 
encodes the protein component of LDL particles, which plays a central role in 
human lipoprotein metabolism. Mutations in the ApoB-100 will drastically alter 
its functional activity leading to a decrease in its binding to LDLR, resulting in 
high blood cholesterol levels. However, previous publications related to the 
mutations of ApoB-100 were not always unification. In current study, therefore, a 
meta-analysis was performed. A systematic literature analysis was conducted 
based on previous studies published in Pubmed, Pubmed Central (NCBI), Google 
by using following keywords: Apolipoprotein B gene, hypercholesterolemia, 
Familial Defective Apolipoprotein B-100 by the end of March, 2018. The 
prevalence of ApoB mutation was calculated and accessed by MedCalc®. 
Additionally, the meta-regression analysis and subgroup analysis were conducted. 
As the results, the total of 22 cohort studies, that includes 17,303 
hypercholesterolemic blood samples, were enrolled into current study. The 
analysis results indicated that the prevalence of ApoB mutation was 31.774% 
(95%CI = 8.288 – 61.912, p < 0.0001). Additionally, R3500Q was identified as 
the common mutation occurred in ApoB. The association between ApoB mutations 
and hypercholesterolemia was effected by different methods analysis (PCR-
sequencing: prevalence = 30.731%; 95% CI = 4.561 – 67.104, p < 0.001; Other 
methods: prevalence = 32.265%; 95%CI = 10.739 – 58.846, p < 0.0001, Random 
model) and ethnic groups (European: prevalence = 35.929%; 95%CI = 6.956 – 
72.486, p < 0.0001, Random model; Asian: prevalence = 33.806%; 95%CI = 
3.681 – 75.061, p < 0.0001). In conclusion, the prevalence of mutations of ApoB-
100 is high in hypercholesterolemia. R3500Q mutation is the frequent type of 
ApoB-100 mutations. The identification of prevalence of mutations of ApoB-100 
was depended on ethnic group, methods. 
Keywords: Apolipoprotein (Apo) B gene, hypercholesterolemia, R3500Q, 
meta-analysis 

1 Introduction  
Familial hypercholesterolemia (FH; OMIM#143890), which was the first described in 
1930’s by Carl Müller, is a common dominant disorder of cholesterol metabolism 
characterized by elevated level of serum cholesterol (Najam, Ray, 2015). Many factors 
had been proven to affect the manifestation of FH including age, gender, lifestyle, and 
genetic disorders. According to the molecular mechanisms, the pathogenesis of FH 
comprise of a variety of genetic alterations in many genes, including Low Density 
Lipoprotein Receptor (LDLR), Apolipoprotein B-100 (ApoB-100), Low density 
lipoprotein receptor adaptor protein (LDLRAP), proprotein convertase subtilisin/kexin 
type 9 (PCSK9) (Soutar, Naoumova, 2007). Among them, ApoB is localized at 2p24.1 
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and consists 28 introns, and 29 exons, that codes for the protein component of LDL 
particles, plays a central role in human lipoprotein metabolism (Knott et al., 1985; Law et 
al., 1985; Soutar, Naoumova, 2007). APOB-100 is the protein component responsible for 
the cellular recognition and catabolism of LDL via the LDLR pathway, thus, the APOB-
100 mediates the binding of LDL to LDLR, leading the clearance of LDL particles 
(Soutar, Naoumova, 2007; Twisk et al., 2000). The mutation in ApoB-100, will drastically 
alter its functional activity leading to a decrease in its binding to LDLR, which is proven 
to be associated with, named as “Familial Defective Apolipoprotein B-100” (FDB) 
(Hansen, 1998). However, many studies relevant to types and frequency of mutation were 
various. It could be explained that the previous studies were carried on different 
populations, sample sizes, methods for mutation detection. The significant difference of 
frequency of ApoB-100mutation has been reported in patients with FH. Thus, we 
performed the meta-analysis to clarify the differences in previous published results 
regarding to the proportion of ApoB-100 gene mutation and analyze the factors that affect 
the frequency of ApoB-100 mutation, such as ethnicity, methods for detection, clinical 
characteristics of FDB.   
 
2 Materials and methods 

2.1 Search strategy, inclusion and exclusion criteria of literature 

The systematic review of relevant literature was conducted by using many keywords for 
the literature search: Familial hypercholesterolemia, Apolipoprotein B-100, Familial 
Defective Apolipoprotein B-100 on four electronic databases: PUBMED, Web of 
Science, Embase database, updated to March, 2018.  
The studies were included if they satisfied the following inclusion criteria: (1) The 
investigation/ identification of ApoB mutation, which correlated with FDB; (2) The 
correlation between ApoB mutation and clinicopathological features of FDB; (3) cohort 
design studies of APOB mutation and FDB; (4) the identification method was not 
excluded. Additionally, only studies written in English were included for current study. 
Types of case reports, abstracts, review, and letter to editor were eliminated.  
2.2 Data extraction and statistical analysis  

The following data from each available study were extracted, including the last name of 
the first author, publication year, country, ethnicity, cohort design study, method for 
identification of mutation, clinical features of FH. In current study, meta-analysis of data 
was performed using Medcalc®2018. The proportion of APOB mutation was calculated 
to determine the strength of the association between APOB mutation and FDB. 
Additionally, the statistical heterogeneity among the studies was tested based on the 
Cochran’s Q and I2 tests. The random-effects model was employed when the p value was 
less than 0.1 in the Q-test, indicating the presence of substantial heterogeneity.  
 
3 Results and discussion 

3.1 Identification of relevant study and characteristics of studies  

A total of 158 studies were initially identified by literature search. After selection based 
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on the inclusion and exclusion criteria, finally, 22 studies were included in the meta-
analysis. The detail of characteristics was summarized in Table 1.  
3.2 Meta-analysis: The proportion of APOB mutation in FDB and subgroup 
analysis  

In the meta-analysis, the heterogeneity among included studies was significant for Q test 
(p < 0.0001). Therefore, the random-effect model was employed to access the proportion 
of ApoB mutation. The proportion of APOB mutations were observed in a range of from 
1.77% to 100%. Based on the random-effect model, our results revealed that the 
proportion of ApoB mutation was 37.77% (95% = 8.288 – 61.912), which was 
significantly associated with FH, based on the calculation of 17,303 cases (Fig. 1).  
To further assess the potential methods, as well as the distribution of ethnicity, types of 
mutation, we conducted the subgroup analysis according to the methods used in 
literatures, types of identified mutation, ethnicity (Table 2). With the respect to the 
subgroups categorized by the method, the results showed that PCR – sequencing method 
is the prior method in identification of APOB-100 mutation compared to other methods, 
such as AS-PCR, real-time-PCR, melting curve analysis, Multiplex ligation probe 
amplification (MLPA), polymerase chain reaction-single-strand conformation 
polymorphism (PCR-SSCP), Denaturing gradient gel electrophoresis (DGGE), restriction 
fragment length polymorphism (RFLP). Subgroup analysis based on the ethnicity showed 
that the mutations of ApoB-100 gene was significantly correlated with the FDB in among 
Asian, European and Americans populations investigated. Particularly, the highest 
proportion of ApoB -100 was observed in European (Proportion = 35.929%; 95%CI = 
6.956 – 72.486) and Asian (Proportion = 33.806%; 95%CI = 3.681 – 75.061). It suggested 
that the Asia and European population, may be more susceptible to ApoB -100 mutation. 
However, due to the limitation of the small sample size, the analysis of the American and 
Australian population subgroup in the current study should be cautiously interpreted. 
Concerning to types of mutation, the R3500Q mutation, meant that G  A transition at 
nucleotide 10,708, subsequently the substitution of Arginine by Glutamine at codon 3500, 
was announced in all of studies. It could be  explained that ApoB R3500Q was 
demonstrated as changing ApoB protein structure, completely broke the link between 
LDLR receptor with carrier cholesterol (LDLC) and therefore this is the cause of familial 
defective apolipoprotein (FDB), consequently, accumulate of cholesterol in the blood 
which lead to cardiovascular disease risk (Hevonoja et al., 2000; Truong et al., 2018). In 
the subgroup of major clinical parameter, the results of the meta-analysis suggested that 
individuals with ApoB-100 mutations are associated with the levels of total cholesterol 
and LDL cholesterol. In the characteristic of total of cholesterol ≥5 mmol/L, the 
significantly proportion of ApoB-100 mutation was observed (Proportion = 29.563; 95% 
CI = 10.240 – 53.855).  
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Table 1. Characteristics of studies included in the meta-analysis of APOB-100 mutation and 
FH 

First 
author, 

year 

Coun
try 

Eth
nici
ty 

Method Tot
al 

E
ve
n 

Types 
of 

mutati
on 

Ag
e 

TC 
(m
mol
/L) 

LD
L-C 
(m
mol
/L) 

Gabčová, 
2017 

Slovak
ia 

Eur
ope
an 

Realtime PCR 235 14 R3527
Q 

27.
1±
4.4 

8.2±
0.4 

6±0.
3 

Truong, 
2017 

Viet 
Nam 

Asia
n 

PCR & 
Sequencing 40 27 R3500

Q 
   

Xiang, 
2017 China Asia

n Sequencing 219 11 R3527
Q 

   

Benn,20
16 

Denm
ark 

Eur
ope
an 

Realtime- 
PCR, MLPA 76 49 R3500

Q 
20-
100 

  

Du, 2016 China Asia
n 

PCR & 
Sequencing 11 1 R3527

W 
7- 
48 

7.52
- 

20.1
5 

5.47
- 

18.2
1 

Pandey, 
2016 

United 
Kingd
om 

Eur
ope
an 

PCR, Melting-
Curve 
Genotyping 

10 4 R3527
Q 

1- 
46 

5.5- 
9.2 

4- 
7.2 

Sharify, 
2016 Poland 

Eur
ope
an 

PCR & 
Sequencing 161 13 R3527

Q 
   

Wald, 
2016 

United 
Kingd
om 

Eur
ope
an 

PCR & 
Sequencing, 
MLPA 

1009
5 

10
01
5 

R3527
Q 

1- 
2 

  

Han,201
5 

Korea
n 

Asia
n 

PCR & 
Sequencing 69 46 R3527

Q 

54
±1
3 

8.2± 
1.24 

6±1.
06 

Maglio, 
2014 

Swede
n 

Eur
ope
an 

NGS 77 4 

R3527
Q, 
R3500
W 

   

Bertolini, 
2013 Italy 

Eur
ope
an 

Northern blot, 
RT-PCR 1018 18 R3527

Q 
2- 
86 

  

Chatziste
fanidis, 
2013 

Greece 
Eur
ope
an 

AS-PCR 6 6 R3527
Q 

   

Pecin, 
2011 

Croati
a 

Eur
ope
an 

PCR & 
Sequencing 8 1 R3527

Q 
21-
60 

6.1-
10.7 

4.4- 
8.41 

Futema,2
012 USA 

Am
eric
an 

PCR & 
Sequencing, 
MLPA 

48 3 R3527
Q 
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Tichý, 
2012 

Czech 
Repub
lic 

Eur
ope
an 

PCR & 
Sequencing, 
MLPA, 
PCR&RFLP 

2239 26
5 

R3527
Q 

   

Chmara, 
2011 Poland 

Eur
ope
an 

PCR & 
Sequencing, 
MLPA 

378 25 R3527
Q 

18- 
95 

9 ± 
2.5 

6.94
± 

2.4 

Liyanage
, 2008 

Austra
lia 

Aus
trali
an 

PCR & 
Sequencing 35 8 

R3527
Q, 
R3500
W 

   

Yang, 
2007 

Taiwa
n 

Asia
n 

PCR & 
Sequencing 30 3 R3527

Q 
14- 
70 

8.2± 
1.8 

5.7± 
1.4 

Tosi, 
2008 

United 
Kingd
om 

Eur
ope
an 

PCR & 
Sequencing, 
MLPA 

200 14 R3500
W 

   

Soufi, 
2004 

Germa
ny 

Eur
ope
an 

PCR & 
Sequencing, 
DGGE 

853 84
4 

R3500
Q 

42-
69 

2.46
- 8.8 

1.6- 
6.2 

Real, 
2003 Spain 

Eur
ope
an 

Southern blot, 
PCR-SSCP 213 10

6 
R3500
Q 

   

Bochma
nn, 2001 

Germa
ny 

Eur
ope
an 

PCR & 
Sequencing, 
SSCP 

31 22 R3500
Q 

33-
71 

7.4- 
16 

5.4- 
13.7 

Kalina, 
2001 

Hunga
ry 

Eur
ope
an 

AS-PCR 2100
0 2 R3500

Q 
   

Lombard
i, 2000 

Nether
lands 

Eur
ope
an 

PCR & 
Sequencing, 
DGGE 

1223 30 R3500
Q 

   

Haddad, 
1999 Utah 

Am
eric
an 

SSCP, 
Sequencing 47 3 R3500

Q 
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Table 2. The subgroup analysis of APOB-100 mutation in FH 

Test of association Test of heterogeneity 
Variables N Proportion (95% CI) Model Ph I2 (%) 

Total 22 31.774 (8.288 – 
61.912) R <0.0001 99.91 

Method 

PCR -  Sequencing 15 30.731 (4.561 – 67.104) R <0.0001 99.93 

Other methods 7 32.265 (10.739 - 58.846) R <0.0001 98.74 

Types of mutation 

R3527Q/R3500Q 19 35.650 (9.206 – 68.177) R <0.0001 99.92 

R3500W 1 7 (3.880 - 11.466) NA NA NA 
R3527Q/R3500Q 
&R3500W 2 12.92 (1.168 – 34.427) R 0.0085 85.55 

Ethnicity 

Asian 4 33.806 (3.681 – 75.061) R <0.0001 98.09 

European 15 35.929 (6.956 – 72.486) R <0.0001 99.94 

American 2 7.182 (2.923 – 13.132) F 0.978 0.00 

Australian 1 22.857 (10.421 - 40.136) NA NA NA 

Clinical parameters 
Total of cholesterol  
(≥5 mmol/L) 6 29.563 (10.240 – 53.855) R <0.0001 97.23 

LDL Cholesterol (≥5 
mmol/l or ≥ 190 
mg/dl) 

5 27.774 (7.896 – 53.987) R <0.0001 97.72 

Total of cholesterol 
& LDL Cholesterol 
(≥5 mmol/l) 

5 27.774 (7.896 – 53.987) R <0.0001 97.72 
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Fig. 1. Forest plots of APOB mutation associated with FH 

4 Conclusion 
The present study found that the prevalence of ApoB mutation was 31.774% (95%CI = 
8.288 – 61.912, p < 0.0001) in FDB. The major method for ApoB-100 mutation 
identification was PCR-sequencing (prevalence = 30.731%; 95% CI = 4.561 – 67.104, p 
< 0.001). The criteria for clinical characteristics selection was based on the total of 
cholesterol (Total of cholesterol ≥5 mmol/L). Additionally, R3500Q was the is the prior 
type of ApoB-100 mutations, leading to the FDB, own type of FH. The high proportion 
of ApoB-100 was observed in European population (prevalence = 35.929%; 95%CI = 
6.956 – 72.486, p < 0.0001) and Asian population (prevalence = 33.806%; 95%CI = 3.681 
– 75.061, p < 0.0001). 
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Abstract. Aim: The aim of this investigation is to carry out an intervention study 
to compare clinical outcome of early and later surgical intervention in breast 
cancer patient at Can Tho Oncology Hospital. Materials and method: This 
research used a non-randomized interventional approach to evaluate the clinical 
outcome of early and later surgical treatment in breast cancer patients. The study 
encompassed 110 patients with stage I - IIIA breast cancer from Can Tho 
Oncological Hospital. Age range of 28 to 76 years with mean age is 50.1 years. 
Results and discussion: Disease onset found to be highest in the 40-49 year age 
group (37.3%). Eighty per cent (80%) hospitalized with tumour size ≤ 4 cm, 
average tumor size of 3.31cm. Disease characteristics: Clinical stage I: 25.5%; 
stage II: 60.9%; stage IIIA: 13.6%. Pathological stage: stage I 20%; stage II: 
57.3%; stage IIIA: 22.7%. Clinical and histopathology outcomes of late 
intervention- Ultrasonography combined with mammography was 88.2%, false 
negative 11.8%. Ultrasonography combined with mammography and FNA was 
97.3%, false negative 2.7%. - Tissue classification: OTV subcultured NOS Grad 
II (90.9%). Nodal metastases: axillary lymph node metastases 48.2%, metastasis 
1-3 lymph nodes 25.5%, metastases ≥ 4 lymph nodes 22.7%. - The degree of 
lymph node metastasis was associated with clinical axillary, tumor size, and 
clinical stage. 2.7% metastatic spread: metastatic tumors in two cases 1.8%, 
metastasis four areas one case 0.9%. Outcomes of early intervention- the surgical 
approach is 100% using Patey’s method enhanced by Auchinlose’s technique. - 
The surgical site is 97.3% safe, and required shorter surgery time. Complications 
after surgery 2.7%: hemodialysis 2 cases 1.8%, necrosis wound 1 case 0.9%, and 
no death. Conclusion: ultrasound, mammography and Histopathology are 
valuable for diagnosis of stage I - IIIA breast cancer. Early intervention rendered 
better outcomes than the late counterpart. 
Keywords: Outcomes, Early and Late, Breast cancer 
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1 Introduction 

Breast cancer is the most commonly diagnosed cancer among women, with 
approximately 182,000 women (accounting about 26%) diagnosed with breast cancer 
annually in the US, 40000 women die [1] making it the second leading cause of cancer 
mortality. 

 Surgical treatment for breast cancer stage I to IIIA had become the academic 
procedure [2]. Depending on the situation, surgery may be done to: remove as much of 
the cancer as possible that called breast-conserving surgery or mastectomy; find out 
whether cancer has spread to the lymph nodes under the arm called sentinel lymph node 
(SLN) biopsy or axillary lymphadenectomy (ALND); Restore the breast shape after 
removing the cancer breast called "breast reconstruction"; and Relieve symptoms of 
lately advanced cancer. 

 The adjuvant therapy for breast cancer [3] is designed to treat micrometastatic 
disease, or breast cancer cell that have escaped the breast and regional lymph nodes but 
have not yet established an identifiable metastasis [4]. The chosen of regimen depend 
on the clinical performance status, the profile of immunohistochemical results (ER, PR, 
HER2/neu), socio-economic status of the patient [5].  

 This study investigated the outcomes of breast cancer therapy stage I to IIIA  in term 
of clinical, pathological characteristics and metastatic axillary lymph node status in 
breast cancer patients of stage I to IIIA at Can Tho Oncology Hospital. Additionally, 
the study also evaluates the results of surgical and chemoadjuvant therapies. 

2 Materials and Method  

The study aims to carry out a non-randomized cross-sectional interventional study to 
evaluate the clinical characteristics of pre and post-interventional process in breast 
cancer patients. The research encompassed 110 breast cancers patients from Cantho 
Oncological Hospital with stage I to IIIA (staging according to the classification of The 
Union for International Cancer Control's (UICC, 2002) 

2.1 Inclusion Criteria: 

Confirmed diagnosis based on clinical and paraclinical manifestations:  
 The characteristics of breast tumors such as Location, Size, Frequency, Limit, 

Mobility using Ultrasonography, Mammography, Breast Imaging Reporting & Data 
System (BI-RADS) level.  

 Fine needle aspiration cytology (positivity of breast cancer cell), pathology 
(Adenocarcinoma; progesterone receptors (PR), estrogen receptors (ER), human 
epidermal growth factor receptor 2)(HER2).  
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2.2 Exclusion criteria 

 Previously treated with other procedure; breast cancer patients had previously 
mastectomized or lumpectomized at another hospital; non-hospitalized patients 
following the recruitment criteria of the study group; patients didn't agree to 
participate in the study.  

The study conducted as a five years study at Can Tho Oncology Hospital from May 
2011 to December 2016.  With the mean follow-up time more 48 months, the longest 
was 60 months, and shortest was 48months. It entails the creation of a list of operated 
patients following the inclusion criteria (with the phone number of the corresponding 
person of patients). The study evaluated the clinical, paraclinical characteristics and all 
other data necessary for the study as well as the general status of the Karnofski 
Performance Score. The process includes pre-op diagnosis and staging, surgical 
indication, pre-op management, and the operation. The follow-up was from 5/2011 to 
5/2013 and there was evaluation of adverse events: difficulties, complications, peri-
operatory morbidity. Post-op management comprises of adjuvant therapy, follow-up 
period post-treatment and evaluation of early events and at the end of the follow-up 
period. 

This study proceeded with full ethical clearance from Can Tho university Oncology 
Hospital and: all participated patients elucidated about their disease situation, natural 
development, and the outcome. The 110 patients fully understood and consented to the 
study.  

The data analysis was carried out using a statistical algorithm SPSS 16 with a 
statistical significance established at p < 0.05.  

3 Results  

The study included 110 patients with stage I to IIIA breast cancer at Can Tho Oncology 
Hospital. The age range of 28 – 76 years with a mean age was 50.1 years. Disease onset 
found to be highest in the 40-49-year age group (37.3%), family status comprised 90 
(81.8%) married and 20 (18.2%) unmarried.  Patients have less than three children: 
70.8%; more than 3: 29.1%; only three patients (2.7%) had menarche before 12 years 
old. 

3.1 Clinical features: 

Eighty percent hospitalized with tumor palpable of size ≤ 4cm diameter, mean size was 
3.3cm. General status was still good with Karnofski score of 90 – 100 (100%). Clinical 
staging indicated: stage I: 25.5%; stage II: 60.9% and stage IIIA: 13.9%.  

Locations of tumor comprised 66 left breast tumors (60%) and 44 right breast tumor 
(40%). Metastatic axillary lymph nodes showed 53/110 (48.2%) distributed to left axilla 
34/66 (51.5%) and right axilla 19/44 (43.2%), the larger the tumor size, the higher the 
proportion of metastatic LN (p< 0.022).  
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Tumor locations were of highest proportion at supero-external quadrant 74 patients 
(67.3%); supero-internal quadrant 17 patients (15.5%). 

3.2 Para-clinical manifestations illustrated by: 

Ultrasonography: images of echo-poor or tumoral form with irregular border: 97.3% 
and 95.5% respectively; through exploration the sensitivity (true positive) of 83.8% and 
false negative of 16.4%. 
Cytologic diagnosis: through fine needle aspiration (FNA) revealed positivity of 79 
cases (71.8%) and negativity of 31 cases (28.2%) 
Histopathology: 100 cases (90.9%) of adenocarcinoma NOS grade II, 5 cases (4.5%) 
of mucinous adenocarcinoma, 3 cases (2.7%) of comedo-adenocarcinoma, and 2 cases 
(1.8%) of Paget's disease of the breast 
Hormone receptor expression: Among 110 breast cancers patients showed 50 cases 
(45.5%) ER-positive; 46 cases (41,8%) PR positive; 37 cases (33.6%) Her2/neu 
positive; and 32 cases (29.1%) triple negative. 

3.3 Therapeutic procedures 

Surgery considered as the primary treatment for breast cancer. Goals include complete 
resection of the primary tumor, with negative margins to reduce the risk of local 
recurrences, and pathologic tumor staging of axillary lymph nodes provided necessary 
prognostic information. The surgery of choice was the modified radical mastectomy 
following the technics of Patey's operation concerning minor pectoralis muscle of 
Auchincloss mode as all our patients were staged I to IIIA. There were 3 cases of 
complication among which 2 cases of hematoma and 1 case of incision dehiscent. All 
of them were surgically under controlled. 

3.3.1 Chemoadjuvant therapies: 
Regimen of choice:  
Basing on the local conditions, the Kuppuswamy's socioeconomic status scale (KPS) 
and the socioeconomic conditions of patients, we used adjuvant chemotherapy with one 
of the regimens as FEC (Fluoro-uracil, Epirubicin, and Cyclophosphamide), TAC 
(Docetaxel, Doxorubicin, and cyclophosphamide) or AC. This study indicated 87 
patients used  FEC  and 23 patients with TAC. The whole course of adjuvant chemo 
comprises 3weeks/cycle for six cycles. After the complete chemoadjuvant, all patients 
having hormonal receptors positive (ER+ or PR+ or both ER+ and PR+) had to follow 
the hormonal therapy with Tamoxifen (TAM) 20mg/day for five years. 
Reported toxicities:  

 Critically hematological toxicities were: leukopenia: 61 cases (mostly grade I and II 
67% and 33% grade III and IV respectively). The study employed the only Figrastim 
(Neupogen) for two patients. There were 40 cases thrombocytopenia but only grade I 
and II. No platelet infusion was required. Other toxicities such as alopecia were almost 
100% with Nausea 73/110 (66.3%), asthenic state 22 cases (20%). In general, all 
treatment was voluntary and consented. There was no mortality.  
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3.4 Disease free survival (DFS) vs. overall survival (OS): 

After the 12 months long study from May 2011 to May 2012, all patients underwent 
chemoadjuvant with either FEC or TAC regimen depending on the local conditions, the 
general status as well as the socioeconomic of patients and after that transferred to 
hormonal therapy basing on ER+ and/or PR+ for five years. With the mean follow-up 
time more 48 months, the longest was 60 months, and shortest was 48months we use 
the date 31/12/ 2016 the end of follow-up time with 21 cases of mortality and 34 
metastasis to the liver: 12, lung: 14, and bone: 14. We have 3 cases having metastasis 
to both lung and bone and 3 cases liver and bone. Five years DFS reported was 70%, 
and five years OS was 81.9%. 

3.5 Factors affecting DFS and OS (p<0.005) 

Multi-variant analysis of relations between DFS and prognostic factors revealed 
metastatic axillary lymph nodes, hormonoreceptor expression status, histograde, and 
disease staging were the factors influencing DFS and OG. It also showed that 
hormonoreceptor expression status was the independent prognostic factor. 

4 Discussion  

The goals of surgical treatment of breast cancer include the complete resection of 
primary tumor; prevent the local recurrence; pathologic staging the tumor and axillary 
lymphadenectomy to provide necessary prognostic information [2]. This research chose 
the modified radical mastectomy associated with ALND for all breast cancer patients. 
Comparing with updated guidelines of The American Society of Clinical Oncology 
(ASCO) on the use of lymph node dissection and biopsy for patients with early-stage 
breast cancer, this study doesn't have yet enough favoring conditions/data to validate 
treatment approach in LN dissection. Also, the research team doesn't have the adequate 
expertise to deal with this reconstructive surgery11.14]. As such, the research team has 
carried out ongoing studies validate further pertinent treatment approaches. 

The choice of adjuvant chemo regimen [4, 9] was limited, the research team could 
only apply TAC regimen for a small number of patients. However, due to 
socioeconomic constraint, the research team chose FEC regimen for 87 patients. The 
main reason for selection of this regimen was their low, light and often under-controlled 
toxicities. The study didn't experience any cardiotoxic case. This might have due to 
good patient selection criteria before chemotherapy. Factors influencing 
chemoadjuvant effects of the regimen were the expression of metastatic lymph node 
status, histo-grade, hormonoreceptor and HER2 expression, disease staging [5,10]. 
However, in term of scientific consideration, the choice of chemo adjuvant regimen was 
compromised due to issues concerning the patients' objective and subjective perception. 
In general, the patients also gained some benefit favoring their DFS and OS. 

Multi-variant analysis of relations between DFS and prognostic factors such as 
metastatic axillary lymph nodes, hormonoreceptor expression status [9], showed that 
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hormonoreceptor expression status was the independently prognostic factor: metastatic 
lymph node increases the risk of recurrence, decreases the survival of patients. And so, 
did the hormonoreceptor expression status for OS. 

5 Conclusion  

The studied breast cancer patients stage I to IIIA at Cantho Oncology Hospital had a 
mean age of 50.1 years (28-76 years), the peak disease onset found to be 40-49 years, 
80% hospitalized patients with tumor size ≤ 4cm (average: 3.31cm). The treatment 
started with surgical modified radical mastectomy technics of Auchincloss following 
by chemo-adjuvant regimen with FEC or TAC of 3 weeks/cycle for six cycles. At the 
end of the followed-up period proportion of DFS was 69%, and 81% for OS (20 
mortality and 34 recurred or/and metastasis).  
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Abstract. Classification of sleep stages is an important criterion for all sleep 
studies. Determining the time of transition between stages allows for accurate 
assessment of sleep quality and development of early alert applications. The 
major of this study is focused on using the portable electroencephalography 
(EEG) device for sleep staging. The study used two devices Nicolet One V32 and 
Emotiv EPOC to analyze the different characteristics of the brain signal in Sleep 
onset. Analysis results show that the similarity of the two devices reached over 
80%, indicating the possibility of using the low-cost device Emotiv EPOC 
neuroheadset replacing clinical EEG system in sleep studies. 
Keywords: sleep onset, staging, portable EEG, Emotiv EPOC 

1 Introduction 

Electroencephalography (EEG) is a method of recording the biological signals of the 
brain by electrodes placed on the surface of the scalp. These electrodes are connected 
together by monopole or bipolar direction. Hans Berger measured EEG activity on 
humans and laid the foundations for many of current EEG applications. Brain activity 
is always changing, and it is easy to detect the characteristics of the signal when the 
state of the subject changes [1]. Although the EEG is designed to measure only the 
signals obtained from brain activity, EEG also detects signals from other electrical 
sources. These signals are generally referred to noise. Noise is divided into physical 
noise and physiological noise [2]. In the processing EEG signals to detect the features, 
the important requirement is to eliminate the considerable noise that affects the results. 

EEG recording shows the difference in brain waves between wakefulness and sleep. 
Loomis et al. [3] shows the fragmentation of the alpha wave when sleep onset (SO), 
followed by the presence of K-complexes, sleep spindles and slow waves. 
Rechtschaffen & Kales [4] have detected rapid eye movement (REM), which is a 
separate sleep stage called sleep with rapid eye movement or dreaming state. In 2004, 
the American Academy of Sleep Medicine (AASM) developed a detailed guideline for 
sleep assessments, allowing for detecting and monitoring a number of new features such 
as arousal, respiratory, cardiovascular, and event-related events etc., also known as 
AASM 2007 [5]. There are three updates in 2012, 2014 and 2017 to amend and 
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supplement sleep assessment standards for infants and children, respiratory, 
cardiovascular, and use medicine to treat some sleep disorders [6, 7]. 

In the sleep assessment criteria mentioned above, the transition from waking state to 
the first state of sleep NREM (Sleep Onset) is very important. Gennaro et al. examined 
the changes in energy of the EEG signal during sleep and sleep transition by analyzing 
changes in frequency as well as waves in the EEG [8]. The precise definition of SO is 
an actual topic of many discussions, because it is difficult to accurately determine the 
exact time of SO and appropriate methods to determine. The SO determination in this 
study is based on the analysis of the EEG energy spectrum represented by the energy 
change of the Alpha and Theta waves. The major device used in the study was the 
portable EEG device Emotiv EPOC. The clinical EEG device Nicolet One V.32 with 
32 channels is used as a reference device to evaluate the reliability of the portable EEG 
device. 

Emotiv EPOC is a multi-channel, wireless device with Bluetooth interface, uses 
rechargeable battery for continuous use up to 12 hours. EPOC uses a set of 14 sensors 
and 2 reference electrodes to record electrical signals from the human brain including 
thoughts, emotions, and facial expressions in real time [9]. The main advantages of 
Emotiv EPOC are the low cost, compact, convenient and suitable for studies that do not 
require high sampling frequency. However, EPOC also has limitations such as the 
sensors need to be wet with saline solution, the structure of the instrument is not highly 
customizable so it will not be compatible with different users. However, in general, the 
Emotiv EPOC device is still a preferred choice for applied research, particularly in the 
field of EEG monitoring and evaluation of quality of health: ERP, P300 measurements 
[10, 11], detecting emotion [12]. 

The main objective of this study was to compare Emotiv EPOC signals and Nicolet 
One V32 for determining the time of sleep onset. Positive results can ensure Emotiv's 
reliability in sleep studies, especially for measuring neurological activities related to 
sleep states in flexible conditions (sleepiness of the driver, sleepwalking etc.) 

2 Material and methods 

As mentioned, the EEG recording samples used for the analysis were obtained from 
two devices: 06 samples from clinical EEG device Nicolet One V32  (Natus - Care 
Fussion – USA) and 06 samples from portable EEG device Emotiv EPOC (Emotiv – 
USA). 

As the study focused on determining the timing of transition from waking to the first 
stage of sleep NREM N1, each measurement was conducted in 80 minutes. Analytical 
algorithms include the following steps: 

• Preprocessing: Raw data of EEG signals were obtained from O2-A1 channel. 
The signal quality was checked before transferring to the processing unit. The signal 
preprocessing included removing noise and correcting baseline drift by Wavelet 
analysis [13], even removing the noise with 50 Hz of power source. 

• Signal analysis: filtered signal was converted from time domain to frequency 
domain by Fourier transform [14], then was analyzed via the power spectrum of each 
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10-seconds epoch. By the average power spectrum analysis of the Theta and Alpha 
waves for whole domain, the moment of transfer between two waves can be determined 
as well. 

Energy Spectral Density (ESD) or Power Spectral Density (PSD) is a characteristic 
quantity for evaluating signal quality and filtering noise. The first step in the process is 
dividing the data into windows with 10-seconds epoch. Each sample contains nearly 
450 epochs. The next step is applying the Fast Fourier Transform for each epoch to 
determine the features of the EEG signal in the frequency domain and proceed the 
construction of the transition state recognition algorithm. 

By setting the frequency thresholds of the Theta wave (4Hz - 7Hz) and the Alpha 
wave (8Hz - 13Hz) for the output signal, the energy spectrum of the two waves can be 
obtained. The power factors for mentioned waveforms were calculated using following 
formulas:   

𝑅_𝐴𝑙𝑝ℎ𝑎 =
𝑃∝ 

𝑃𝑖 (𝑖=0.5:30̅̅ ̅̅ ̅̅ ̅̅ ̅𝐻𝑧)
 (57)  

𝑅_𝑇ℎ𝑒𝑡𝑎 =
𝑃𝜃  

𝑃𝑖 (𝑖=0.5:30̅̅ ̅̅ ̅̅ ̅̅ ̅𝐻𝑧)
 (58)  

Whereas 𝑃𝑖 (𝑖 = 0.5: 30̅̅ ̅̅ ̅̅ ̅̅ ̅𝐻𝑧) is a ratio of energy of each brain waves δ, θ, α, β. 

3 Results and Discussions 

The signals were filtered in the range from 0.5 Hz to 30 Hz and reduced of the 50 Hz 

power source noise using Wavelet analysis (Fig.1).  

 
Fig. 197. The filtered EEG signal using Wavelet analysis 

 

Analytical data were collected from F3, F4, O1, O2 electrodes to detect the 

appearance of Alpha and Theta waves in the brain and calculated average power of each 

type of wave. Illustrated values for an epoch are listed in the Table 1. Appling formulas 

(1) and (2) to dertermine the ratio ratio of energy of each brain waves δ, θ, α, β. The 

average power factor values R_Alpha and R_Theta were calculated for all epochs of all 

samples. Using polynomial approximation, the blue and red polynomial curves of all 

samples measured by Nicolet One V32 and Epoch Emotiv could be obtained as shown 
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in Figure 2. There exists a phase shift between the power spectrum of Alpha and Theta 

waves.  

Table 90. The average power of Alpha and Theta of these electrodes F3, F4, O1, O2 

 F3 F4 O1 O2 
P_Alpha 4,9626 9,5141 10,5581 13,1959 
P_Theta 4,0495 3,4841 6,5879 5,7418 

 

 The moment of sleep onset could be determine according to following 

procedure, e.g. in the figure 2, the Alpha and Theta curves change with moderate 

fluctuation until to epoch 270, where there is a sudden reduction in the energy spectrum 

of Alpha wave, meanwhile the energy spectrum of Theta wave increases. These Alpha 

and Theta curves almost intersect each other at about epoch 290. This time can be 

considered as the moment of sleep onset (SO). The appropriate time to alarm sleepiness 

is when the change in wave energy begins, i.e. the location at the epoch 270.  

 
Fig. 198. Characteristics of Alpha and Theta wave energy spectrum 

 

The results determining the time of SO using two different devices are listed in the 

table 2.  
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─ Table 91. The comparision of SO timing in Emotiv EPOC and Nicolet One V32 

# Sample Nicolet One V32 Emotiv EPOC 
1 265 271 
2 262 263 
3 255 260 
4 239 245 
5 260 284 
6 275 291 

Applying the statistical evaluation to compare the results of two machines, the result 

could be obtained in tab. 3. 

─ Table 92. The comparision Emotiv EPOC and Nicolet One V32 

 Nicolet One V32 Emotiv EPOC 
Mean value 259.33 269.33 
Standard deviation 11.98 17.77 
95% confidence interval (epoch) 259.33±12,57 (epoch) 269.33±13,66 (epoch)  
95% confidence interval (min) 43.22±2.1 (min) 44.88±2.28 (min) 

 
The average Emotiv EPOC value differs from the Nicolet One V32 device by less 

than 20%, i.e. the similarity of Emotiv EPOC and Nicolet One V32 values is  greater 

than 80%. 

4 Conclusion 

Analysis results show that the similarity of the two devices reached over 80%, 

indicating the possibility of using the low-cost device Emotiv EPOC neuroheadset 

replacing clinical EEG system in sleep studies. Determining the time of SO is a basic 

factor for assessing sleep quality and a very important parameter for early warning of 

drowsiness. However, early warning needs to be generally evaluated on larger samples 

of polysomnography with appropriate additional learning machine algorithms. The 

results of the analysis show that the present study opens the possibility of using portable 

EEG devices in sleep studies, especially for measuring polysomnography of flexible 

conditions related to sleep. Besides, mentioned developed method combined with 
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improved external electrodes could be used for Holter EEG at home, enables remote 

monitoring for telehomecare services. 
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Abstract. Professional communication skills have a substantial effect on 
dental patient satisfaction and health outcomes and are one of the core 
competencies expected of newly graduated dentists in Australia. 
Acquisition of effective, goal-oriented communication skills has been 
shown to improve the dentist-patient relationship and requires both 
practicing skills and reflective thinking. The use of technologies such as 
video-recording to communicate directly and individually with students 
can be used to enhance students’ engagement and communication skills. 
This paper aims to present the results of the implementation of the video 
recording of role-plays and self-reflection in the training of 
communication skills of first-year dental students at Griffith University, 
Australia. The year 2015 was used as a control, and in 2016 we 
introduced video recording, and in 2017 self-reflection. The tools used to 
measure the impact of these teaching instruments were: (1) student 
evaluation of courses (SEC) data, and (2) results of the final practical 
exam grades in the Communication Skills for Oral Health Course. The 
skills assessed and reflected on include: verbal and non-verbal 
communication, metacommunication, self-confidence, rapport, active 
listening, and mindfulness. Recordings and facilitator's feedback can be 
accessed by each student for their self-reflection on their overall 
performance, communication skills, patient-centered approach and 
strategies on how to improve their skills. Results of the SEC data show 
enhancements in engagement (68% to 83% +ve answers), assessment 
(66% to 78% +ve answers) and feedback (81% to 89% +ve answers). 
Results of their average final practical marks increased from 57.82% 
(control) to 63.34% (with video), and finally 79.64% (with video and 
self-reflection). These results strongly suggest that the inclusion of the 
digital recording of role play interactions and self-reflection increases the 
quality of communication skills training for dental students by enhancing 
their dentist-patient relationship skills, engagement, confidence, 
satisfaction with assessment and the quality of the feedback that can be 
provided. 
Keywords: Communication skills, Self-Reflection, Video Recording, Dental 
Education, Blended-learning. 
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1 Introduction 

The patient interview is the health professional’s most important and most frequently 
used tool in assessing a patient’s problem, and poor interviewing technique can lead to 
loss of important and relevant information [1,2]. The quality of relationships between 
patients and health professionals has a significant impact on patient satisfaction, well-
being and health outcomes [3,4]. A key issue in health professional education is 
developing basic interpersonal skills before actual patient care, and the importance of 
practice learning has been increasingly recognized to improve health care [5]. 

In the field of dentistry, knowledge and technical skills are not the only prerequisites 
for good practice. An ability to communicate effectively with patients—in particular, 
to use active listening skills, to gather and impart information effectively, to handle 
patient emotions sensitively, and to demonstrate empathy, rapport, ethical awareness, 
and professionalism—is critical. When dentists demonstrate effective communication 
skills, the benefits noted include: increased patient satisfaction, improved patient 
adherence to dental recommendations, decreased patient anxiety and negative 
experiences, lower rates of formal complaints and malpractice claims, and increased 
patient-centered care [6-11].  

Due to the critical role of professional communication skills in promoting these 
relationships, specific educational content for communication skills training has been 
developed in a growing number of dental schools [12]. Communication Skills teaching 
is formally recognized in the United Kingdom by the General Dental Council [13], in 
the United States, by the American Association of Dental Schools [14], and in Australia, 
by the Australian Dental Council. Efficient communication skills is one of the six 
competencies expected of the newly graduated dentist to be eligible for professional 
registration in Australia [15].  

However, despite widespread recognition of the importance of communication skills 
training in the dental curriculum, the reality of what is practiced is somewhat different, 
and many programs emphasize theoretical aspects of communication rather than 
provide opportunities for skills-based practice. In several dental schools, the 
communication skills teaching often take the form of lectures or passive learning, rather 
than active skills-based practice using simulated or real patients. The assessment of 
students is conducted by grading participation in class exercises and assessing 
knowledge via written or oral tests, rather than directly evaluating student’s skills 
performance [16,17]. This method of education is very similar to rote learning, which 
makes the students forget most of what they have learned soon after evaluations. 
Clinical skills in dentistry rely on procedural knowledge, which should be easily 
transferred to real-world problem-solving situations. This requires both an overall 
understanding of the situation, which fragmental knowledge does not promote, and a 
contextual learning experience to store knowledge for a long time [5,18].  

To offer the best teaching experience and prepare dental students for their 
professional life, a specific course on communication skills for oral health was 
introduced in 2013 into the curriculum of the School of Dentistry and Oral Health at 
Griffith University, Queensland, Australia. The course encompasses a comprehensive 
approach including important principles recommended for effective communication 



917 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

skills teaching. These include the use of a skills-based approach (as opposed to a 
didactic approach); clinically relevant scenarios; self-assessment by students; video 
recording methods; trained simulated patients; monitoring of student performance and 
delivery of feedback, an integrated teaching team and small groups for optimal student 
learning By incorporating those elements, it was expected that the program would 
improve students’ interviewing skills, reflective practice and successful life-long 
learning, all of them cornerstones of patient care [6, 16, 17, 19-21]. 

The purpose of this article is to describe how the recent implementation of two 
specific elements of this comprehensive approach, namely video-recording and self-
reflection assessments, have impacted first-years dental science and dental technology 
students’ engagement in the course, their level of satisfaction with the assessments and 
their communication skills development. 

2 Methods  

This research was a quasi-experimental control-group. Participants were 312 first 
year oral health students enrolled across three years in the School of Dentistry and Oral 
Health at Griffith University located in Queensland, Australia. The number of students 
enrolled was 110 in 2015, 117 in 2016 and 85 in 2017. Ethical clearance to undertake 
this study was obtained from the Research Ethics and Integrity Team at Griffith 
University (GU Ref No: 2018/262). All students received an e-mail informing about 
the research project and asking their permission for the researchers to use their course 
marks, student experience of courses (SEC) questionnaire and video recording marks 
in this study. Students were also advised that all content would be anonymous. 
Participation was voluntary, and students who didn’t want to participate had their 
marks/evaluation removed from the study. 

The same lecturer and instructors delivered this course every year (2015-2017). Also, 
the content, assessment rubrics, markers, and type and difficulty of scenarios in the role-
plays were the same throughout the three years. The year 2015 was used as a control 
group, then in 2016 we introduced the use of video, and in 2017 the use of video and 
self-reflection. This allows a comparison of the impacts caused by the introduction of 
these two teaching instruments. 

The tools used to measure the impact of these teaching instruments were: (1) SEC 
data, and (2) Results of the final practical exam grades in the Communication Skills for 
Oral Health Course. The SEC questionnaire was used to assess students’ engagement 
and satisfaction with the assessment used. The SEC is a University-wide evaluation tool 
used to gather feedback from students about their courses, the implementation of which 
is supported by processes that are effective, efficient, comprehensive, systematic and 
sustainable. The survey contains eight mandatories fixed items (six quantitative, and 
two qualitative) measuring student’s feedback about their courses. All quantitative 
items were rated on a 5-point Likert scale (ranging from 1 ‘strongly disagree’; 2 
‘disagree’; 3 ‘neutral’; 4 ‘agree’; to 5 ‘strongly agree’). The two open-ended questions 
related to positive aspects of the course and areas for improvement. The data collection 
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for the SEC is completed between weeks 11 to 13 each trimester to facilitate the 
reporting and benchmarking of a course and feedback on teaching data [22]. 

The second tool used to measure the impact of video and self-reflection techniques 
was the final practical exam grades in the Communication Skills for Oral Health 
Course. This exam uses a rubric based on the literature [23], developed to evaluate 
dentist-patient communication and patient-centered-approach. The skills assessed 
included verbal and non-verbal communication, metacommunication, self-confidence, 
assertiveness, rapport, active listening, and mindfulness. Each item was scored on the 
following 4-point scale: absent or unacceptable (0), minimal (1), developing (2) and 
competent (3). The rubric was validated by academics of the dental school and has also 
been validated in previous studies [24,25]. To maintain consistency, all assessments 
were evaluated by a calibrated teaching team, and moderation processes were in place 
before and after each assessment.  

3 Results  

Of the 312 oral health students who participated in the communication skills course 
during the years of 2015, 2016 and 2017, 181 (58%) completed the SEC survey. The 
number of students enrolled was 110 in 2015, 117 in 2016 and 85 in 2017, with response 
rates at 62.7%, 55.6%, and 55.3% respectively. All data collected by the survey was 
statistically examined centrally by the University, using non-parametric and parametric 
forms of analyses, and reported back to the course coordinator. 

The SEC results between 2015 and 2017 can be seen in Figure 1. There was a 
significant enhancement in students’ engagement with the course, their satisfaction with 
the assessments in place and with the feedback received. Comparing the three years, 
the percentage of students giving the course a rating of 4 or 5 on the Likert scale ranged 
from 68.1% to 83% positive answers in engagement, 66.7% to 78.7% positive answers 
in assessment satisfaction and 81.2% to 89.4% positive answers regarding the feedback 
received (Fig. 1). 

The results of the comparison between the final practical exam marks in 2015 
(control), 2016 (introduction of video) and 2017 (introduction of video and self-
reflection) are shown in figure 2. The comparison showed an improvement in their 
communication skills averaged final marks from 57.82% in 2015 to 63.34% in 2016 
and reached 79.64% in 2017. 
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Fig. 1. Comparison of SEC results before and after the introduction of video 

recording and self-reflection. 

 
Fig. 2. Students’ performance in their averaged final practical exam between the 

years 2015-2017: 2015 (control), 2016 (introduction of video), 2017 (introduction of 
video and self-reflection) 

4 Results  

The results of this study reinforce previous reports that video-based self-reflection 
can improve clinical skills performance, promote self-awareness and self-efficacy, and 
improve the future professional development of students [26]. Self-evaluation using 
video enhances knowledge retention, promotes critical thinking, and motivates students 
to become more engaged in their learning. It also allows them to identify their problems 
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and promotes a clearer understanding of the topics to be learned. It indicates a change 
of attitude in affective dimensions of learning, in that emotions have an important 
connection to memory and help to store information and trigger its recall [5]. 
Furthermore, it has been described as a valuable tool for healthcare professionals as 
they reflect on interpersonal skills [26-28]. The literature also indicates that video is 
often used in the field of psychology as an effective means of giving feedback and 
support to students who are learning the subtler aspects of therapeutic communication 
[29-31]. The results of this study confirm that these instruments are a teaching method 
that shows a high level of student satisfaction. This was also noted by Epstein et al. 
(2003), who investigated student satisfaction with video projects on a medical-surgical 
nursing course. The students reported that using video was a ‘fantastic’ and ‘dramatic’ 
experience and that video-based self-assessment can motivate self-improvement by 
helping them to identify their strengths and weaknesses, as well as gain insights on the 
effects of their behaviors [30]. 

Although video-based self-reflective assessment is thought to be useful in improving 
the students’ understanding of their clinical skills and the problems that they encounter 
in clinical practice, it is not always appreciated by the students. Sometimes students do 
not like the ways in which tutors use reflection and self-assessment to help achieve 
learning goals, or they feel uncomfortable when they observe their behaviors [32]. 
Further issues raised regarding the use of these methodologies are that they are very 
time consuming for the teaching staff, and there are concerns about students’ readiness 
and ability to self-assess [28]. While video-based self-assessment does not suit 
everyone and must be handled with sensitivity when used, it is recommended to lead to 
greater personal and professional self-awareness of growth and development. This 
study reinforces the use of these methodologies to offer students insight regarding their 
practice and to encourage them to become more conscious about the process of learning, 
especially regarding the development of transferable skills. 

5 Conclusions  

Studies suggest that effective communication skills and patient-centered approach 
learning involve more than the mere acquisition of information, requiring that learners 
have more active skills-based practice and reflective assessments. The results of this 
study suggest that the inclusion of the recording of role-play interactions and self-
reflection assessments increases the quality of communication skills training for dental 
students, by enhancing their dentist-patient relationship skills, engagement, satisfaction 
with evaluation and the quality of the feedback that can be provided by the facilitators. 
Further studies are needed to evaluate the efficiency of video-based self-assessment on 
the performance of other clinical skills and to confirm if these short-term effects can be 
sustained in the longer term. 
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Abstract. 5-Fluorouracil (5-FU) has been widely used in chemotherapy 
treatments of cancer for several decades. Ongoing research investigation is 
devoted to have a better understanding of its anti-cancer activities and to 
overcome side effects and drug resistance. In this work, electronic structure of 5-
FU molecule in various solvents is investigated from first principles. Our results 
exhibit that exact exchange contribution to the electron-electron interaction is 
important to optimize bond angles while correlation term is important for bond 
lengths. B3LYP/cc-pDVZ is the best basis set for calculation of IR-active 
vibration. It is found that diffusion functions included into Gaussian wave-
function basis sets over-estimate dipole moment of the molecule. At low 
dielectric constant region, the dipole moment of the 5-FU molecule increases 
quickly but then reaches saturated value around 5.10 D at dielectric constant 
higher than 30. There is a correlation between the change of HOMO-LUMO gap 
and the change of C-C bond length induced by the electrostatic interaction 
between the molecule and solvents. 
Keywords: 5-Fluorouracil, anti-cancer drug, IR spectrum, electronic structure, 
first-principles methods, influences of solvent 

1 Introduction 

Cancer is a dangerous disease that has a high mortality and is difficult to treat. Common 
cancer treatments try to remove (surgery) or destroy (radiation therapy) cancer cells as 
well as prevent them from further growth (chemotherapy). 5-Fluororacil (5-FU), 
C4H3FN2O2 is one of the most popular drugs used in chemotherapy treatments for 
several cancers such as colon, esophageal, stomach, pancreatic, breast and cervical 
cancer [1]. It is a type of anti-metabolite drugs which both inhibits essential bio-
synthetic processes and is incorporated into DNA and RNA to inhibit their normal 
functions, and hence, inhibits cancer cell division [2]. However, its clinical applications 
have been greatly limited due to side effects and drug resistance [3,4,5].  
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Numerous ongoing researches are devoted to achieve a better controlling of side 
effects and to overcome drug resistance of 5-FU based drugs in different environments. 
Understanding behaviors of 5-FU molecule in solvents is an essential step towards these 
targets because any drug to be delivered and absorbed in human body must be loaded 
into a carrier material and presented in form of solution. Selecting an appropriate 
solvent for drug loading, delivery and absorption is of particular importance to control 
the rates and equilibrium positions of chemical reactions. In this work, electronic 
behaviors of 5-FU molecule in various solvents were investigated from first principles 
using Gaussian wave-function basis sets. Our results demonstrate the effects of 
diffusion functions, polarized functions, correlation contribution and exact exchange 
contribution to electron-electron interaction in accurately describing the geometrical 
structure and the dipole moment of the molecule. Electrostatic interaction between 5-
FU molecule and solvent strongly affects electron distribution by distorting molecular 
orbital shapes but does not significantly change its eigenvalue spectrum. 

2 Computational methods 

Our calculations were performed with Gaussian 09 package (G09) [6]. Among first 
principles methods provided by G09, Hartree-Fock self-consistent field (HF-SCF) 
method includes exact exchange term but does not fully incorporate electron correlation 
[7]. Conventional density functional theory (DFT) methods consider both exchange and 
correlation interactions at local density approximation (LDA) or semi-local density 
approximation – generalized gradient approximation (GGA) [8,9]. Although LDA and 
GGA functionals are applicable for all systems from atoms, molecules to solids, they 
have a moderate accuracy [10]. Higher accuracy for chemical purposes requires more 
specifically designed functionals. Mixing some SCF-HF exact exchange into a GGA 
functional to form a hybrid functional is a good way to improve accuracy. Hybrid 
functional B3LYP which is BLYP - GGA functional with 20% HF exact exchange is 
designed to produce smaller errors for main-group organic molecules than GGA 
functionals [11,12]. In our calculations, both HF-SCF method and DFT method with  
BLYP and B3LYP functionals were utilized. Wave functions of 5-FU molecule are 
represented in the basis set of Gaussian-type orbitals of various sizes including 3-21G, 
6-31G(md,np), 6-31++G(md,np) (m,n=0,1,2,3) developed by Pople’s group [13], cc-
pVDZ and Aug-cc-pVDZ developed by Dunning’s group [14].  

The structure of 5-FU molecule was relaxed until the force on each atom falls below 
0.001 eV/Å. The self-consistent electron density is converged until the density matrix 
difference is below 10-6. The IR active vibrations were calculated in the double-
harmonic approximation [15] where molecular vibrations are described as harmonic 
oscillator corresponding to the classical normal modes of a coupled system of 
oscillators: 

𝑀𝑖
𝑑2𝑢𝑖𝜇
𝑑𝑡2

= −∑𝐾𝑖𝜇,𝑗𝜈
𝑗𝜈

𝑢𝑗𝜈  
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𝐾𝑖𝜇,𝑗𝜈 =
𝜕2𝐸

𝜕𝑢𝑖𝜇𝜕𝑢𝑗𝜈
 

and the IR spectroscopic intensities are determined by the dynamical charge tensor of 
which elements Z,i are first-order geometric derivatives of the molecular electric 
dipole moment: 

𝑝𝛼 =
−𝜕𝐸

𝜕𝜖𝛼
 

𝑍𝛼,𝑖𝜇 =
−𝜕2𝐸

𝜕𝜀𝛼𝜕𝑢𝑖𝜇
 

Mi is the mass of the i th atom and uiis the  coordinate of the i th atom. Ki,j  are force 
constants with i, j from 1 to N (N is the number of atoms in the considered molecule), 
 and  can be x, y or z. E is the total energy of the molecule which is calculated by first 
principle methods. p and  is molacular electric dipole moment and electric field in  
direction ( can be x, y or z) respectively. The effects of solvents were considered from 
statistical aspect using Polarized Continuum Model (PCM) [16]. In these methods, the 
solvent is described as a homogeneous polarizable medium with a given dielectric 
constant ε. In our work, we consider several solvents including water ε=78.39, 
dimethysulfoxide ε=46.70, ethanol ε=32.63, ethyl acetate ε=6.02 and dioxane ε=2.21. 
The molecule forms a cavity within that medium. The surface of the cavity is the union 
of interlocking atomic spheres with radii equal to Van de Waals radii of corresponding 
atoms. The charge distribution of the molecule induces a polarization of the surrounding 
medium and vice versa. The mutual polarizing between polarizable medium and the 
molecule is treated self-consistently in G09. 

3 Results and discussion 

3.1 Effect of basis set and functional 

The information of 5-FU geometrical structure optimized by various methods is 
compared with experimental data [17]. The deviations of calculated structures from 
experiment are evaluated in terms of root mean square error (RMSE) shown in Table 
1. Additional diffusion functions (in 6-31G++(p,d) and aug-cc-pVDZ basis sets) 
significantly improve bond angles. The bond lengths are significantly under-estimated 
by HF methods but are over-estimated by BLYP-DFT methods. Hybrid functional 
methods strongly improve the bond lengths but do not improve the bond angles. This 
suggests that exact exchange term is important to bond angles while correlation term is 
important to bond lengths. Additional information supporting this point is that 
Dunning’s correlation consistent basis set slightly improves bond angle relatively to 
Pople’s basis sets. Table 2 summarizes calculated IR-active vibration modes with 
previous experimental results [18]. Our calculations reproduce all observed IR-active 
vibration modes. Some predicted IR modes, 3133 and 722 and 610 cm-1, were missed 
in experimental measurement because of their low activities. The low-frequency 
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vibrations (below 430 cm-1) were out of experimental range. The RMSE in Table 1 
suggests B3LYP/cc-pDVZ is the best for IR-active vibration calculation.  

Table 93. Percentage of root mean square errors (RMSEs) of calculated frequencies of IR active 
modes, bond lengths and bond angles of 5-FU. 

BASIS SET RMS ERROR 
Frequencies Bond length Bond angle 

HF   3-21G 6.12 1.33 1.54 
HF   6-31G(d) 2.29 1.60 1.40 
HF  6-31G(d,p) 2.36 1.61 1.37 
BLYP   6-31G(d) 3.45 1.13 1.93 
B3LYP   6-31++G(d,p) 2.43 0.44 1.61 
B3LYP   6-31G(d,p) 2.50 0.36 1.71 
B3LYP   6-31G(d) 2.42 0.33 1.73 
B3LYP   6-311G(d,p) 1.89 0.28 1.77 
B3LYP   cc-pVDZ 1.55 0.34 1.67 
B3LYP   Aug-cc-pVDZ 2.10 0.41 1.58 

 
A benchmark of basis set effect on dipole moment was considered in dioxane solvent 

because of available experimental value for dipole moment of 5-FU in this solvent 
Pexp=4.11±0.05 D [19]. Pople’s basis sets are divided into no-diffusion group and 
diffusion group. For each group, there is a convergence of dipole moment value when 
the basis set size is increased by increasing numbers of polarized functions (Fig. 1). 
Additional diffusion functions lead to larger dipole moment values. Once again, the 
usage of Dunning’s correlation consistent basis sets slightly improves the results. Over-
estimations of dipole moment of uracil molecule, the non-halogenated original 
chemical of 5-FU, by MP2(PBE1PBE,CCSD)/aug-cc-pVDZ(aug-cc-pVTZ) were also 
observed previously [20-22]. 

 

 
Fig. 199. The convergence of calculated dipole moment with respect to basis set size. 

3.2 Effects of solvent 

Fig. 2b shows the change of dipole moment with respect to dielectric constant of 
solvent. According to this, at low dielectric constant, the dipole moment of 5-FU 
molecule increases  with respect to solvent dielectric constant. But, then, it reaches 
saturation value around 5.10 D at dielectric constant higher than 30. It should be noted 
that large dipole moment of 5-FU is respnonsible for its hydrophilicity which in turn 
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dtermine the stability of hydrogen bond. D. V. D. Spoel et al showed that hydrogen 
bond between water molecules with larger dipole moments is stable while the barrier 
of breaking hydrogen bond is lowered down in case of methanol, ethanol and propanol 
with smaller dipole moments [23]. On the other hand, drug molecules are usually 
encapsuled with some delivery material to improve their bioactivity. The dynamics of 
both the encapsulation and drug release is usually dominated by hydrogen bonding. 
Hence, a solvent with suitable dielectric constant can help to control the dynamics of 
those procedure.     

Table 2. A summary of IR-active vibration modes from experimental measurements and first 
principles calculations. 

HF 
3-21G 

HF 
6-31G 

(d) 
HF 

6-31G 
(d,p) 

BLYP  
6-31G 

(d) 
B3LYP 

6-31++G 
(d,p) 

B3LYP 
6-31G 
(d,p) 

B3LYP 
6-31G 

(d) 
B3LYP 
6-311G 

(d,p) 
B3LYP 

cc- 
pVDZ 

B3LYP 
Aug-cc-
pVDZ 

Intensity 
(cc-pVDZ) 

Exp  

3463.2 3498.6 3525.7 3501.3 3520.2 3519.0 3498.6 3524.9 3525.0 3526.1 110.0 3480.0 (N1-H7) 
3428.5 3460.0 3485.2 3457.9 3475.0 3475.9 3456.9 3479.6 3476.8 3479.3 69.9 3427.5 (N3-H9) 
3110.9 3088.9 3083.3 3458.9 3476.0 3117.0 3120.9 3113.7 3132.7 3133.9 2.7  (C6-H12) 
1772.2 1817.5 1825.0 1754.7 1745.4 1773.6 1773.3 1767.8 1780.9 1739.1 539.4 1780.0 (C2=O8),(C4=O10),(N1-

H7) 
1762.1 1803.0 1810.0 1712.3 1720.8 1743.8 1742.8 1739.3 1750.0 1716.2 575.8 1746.5 (C4=O10),(C2=O8),(N3-

H9) 
1730.1 1727.0 1734.3 1640.1 1657.4 1665.1 1664.8 1661.2 1678.9 1663.3 31.5 1686.5 (C5=C6), ring 
1478.6 1491.1 1495.5 1435.4 1448.0 1448.3 1451.2 1451.5 1460.1 1452.9 47.7 1472.0 (N1-H7),  ring 
1425.9 1419.0 1421.3 1362.4 1375.3 1375.1 1379.1 1377.8 1384.6 1378.6 63.0 1400.5  ring, (N1-H7) 
1397.1 1401.6 1400.6 1341.7 1351.6 1343.0 1352.5 1361.4 1351.9 1352.3 10.5 1367.0 (N3-H9), (N1-H7),  ring 
1349.4 1343.2 1345.5 1296.2 1303.6 1301.7 1305.5 1301.2 1305.0 1305.2 16.2 1333.5 (C6-H12),  ring, (N1-H7) 
1246.1 1246.2 1251.2 1219.2 1218.8 1234.4 1234.4 1218.6 1238.1 1216.8 229.5 1247.5 (C5-F11),  ring 
1186.0 1188.8 1190.1 1126.0 1146.4 1140.7 1143.7 1138.3 1153.1 1150.5 77.5 1184.0 (C6-H12), (N3-H9),  ring 
1126.2 1123.4 1123.8 1092.9 1116.8 1115.0 1117.9 1114.7 1123.9 1118.4 23.1 1147.0 (CCH), (N1-H7),  ring 
1024.0 952.8 954.2 922.1 935.1 930.8 933.1 935.8 940.7 938.0 12.6 959.5 (N3-H9), (C6-H12),  ring 
947.8 925.2 927.8 831.9 863.8 853.4 852.1 861.8 871.3 875.2 26.1 876.5 (C6-H12) 
909.0 803.0 806.2 778.4 784.1 785.3 784.9 789.1 788.7 785.9 32.2 806.5  ring 
811.7 768.2 771.7 710.8 723.7 718.5 717.8 749.0 750.9 748.8 19.9 757.5  ring 
810.8 751.1 753.9 704.4 716.2 716.4 716.3 738.4 733.4 731.8 43.6 749.5 (C2=O8), (C4=O10),  

ring 
740.9 718.3 721.1 705.4 717.2 712.1 711.9 715.8 722.2 718.5 10.3  (C-N3-H),  ring 
713.4 649.7 651.7 648.8 637.3 648.0 648.8 654.5 657.9 665.3 60.5 653.0 (N3-H9) 
635.2 616.9 619.7 649.8 638.3 603.1 602.7 610.8 609.8 605.9 2.0   ring 
616.4 527.7 530.1 524.8 523.3 523.9 522.6 531.9 529.6 547.5 53.2 527.0 (N1-H7) 
534.7 500.4 504.1 509.2 517.5 515.3 515.0 518.9 519.1 519.6 6.7 532.0  ring 
453.2 441.9 443.9 435.0 438.7 436.9 436.6 440.6 439.8 440.2 6.9 451.0 (C5-F11), (C=O),  ring 
423.4 386.1 388.2 436.0 439.7 372.5 372.0 378.0 378.1 376.3 17.6  (OCNCO),  ring 
384.8 368.0 369.5 437.0 440.7 362.1 361.8 369.9 375.8 374.8 8.5  (C=C-H),  ring 
383.4 339.9 343.3 438.0 441.7 333.4 331.2 336.8 337.3 336.6 11.4  (NC=CF),  ring 
286.7 293.2 294.7 439.0 442.7 288.1 287.8 292.2 290.2 292.9 0.9  (OCCF),  ring 
185.6 150.1 151.4 440.0 443.7 146.6 145.7 147.5 143.9 153.9 0.5  (C=O), (N3=H9),  ring 
125.6 110.9 111.9 441.0 444.7 113.0 112.3 112.7 111.2 115.8 1.3  (C=O), (C5-F11), (N1-

H7),  ring 
  
The nature of intra-molecular bonds can be derived from electron density deformation 
which is the difference between molecular electron density and total electron density of 
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isolated atoms shown in Fig. 2a. Strong covalence bonds between C4-C5 and C5-C6 are 
demonstrated by a strong increasing of electron density in the regions between these 
atoms. Less covalence bonds are between C6-H12, C2-N1, C2-N3 and C4-O10 
respectively. C5-F11 and C2-O8 bonds are strongly polarized.  

 
(a) 

  

(b) (c) 

Fig. 2. (a) Isosurfaces at three absolute values of electron density deformation of 5-FU molecule 
in dioxane solvent. Yellow and blue, respectively, denote the increase and decrease of electron 
density when the molecular bonds form. (b) Change of 5-FU dipole moment with respect to 
dielectric constant. (c) The evolution of band gap with respect to solvent dielectric constant. 
The inset shows the corresponding change of C5-C6 bond length. 

Fig. 2c shows the evolution of HOMO-LUMO gap with respect to solvent dielectric 
constant. In all solvents, HOMO and LUMO has bonding and antibonding natural of 
C5-C6  bond, respectively. HOMO-LUMO gap exhibits a saturated behavior in which 
it reduces more quickly at low dielectric constant and then reaches saturate value around 
5.3760 eV for dielectric constant larger than 30. The saturate reducing of HOMO-
LUMO gap can be explained by the saturate increasing of C5-C6 bond length which 
reduces the corresponding bonding-antibonding interaction as shown in the inset of Fig. 
2c. The reducing of HOMO-LUMO gap corresponds to a red shift in UV-Vis absorption 
spectrum. This effect is known as “positive solvatochromism” effect in which solvent 
polarity stabilizes the dipolar first excited state of the molecule [24]. The red shift in 
case of 5-FU is very weak, E~6meV due to the insignificant change of C5-C6 bond 
length. However, in framework of PCM method used here, solvents were considered as 
non-structured continuum and only static dielectric constant was taken into account as 
macroscopic solvent parameter. For a satisfactory quantitative description, discrete 
approach which takes into account individual solvents molecules explicitly should be 
utilized to treat solute-solvent interactions in a more realistic way. 



929 
 
 

BME7 in Vietnam, IFMBE Proceedings 2018 
 

4 Conclusions 

In conclusion, exact exchange contribution to electron-electron interaction is important 
to optimize bond angles while correlation term is important for bond lengths. The 
deviations of calculated IR spectra from experiment are in consistence with 
corresponding optimized structures. Diffusion functions over-estimate dipole moment 
of the molecule. In the framework of PCM, the dipole moment of the 5-FU molecule 
increases with respect to solvent dielectric constant and reaches saturation value around 
5.10 D at dielectric constant as high as more than 30. Electrostatic interaction between 
the molecule and solvents slightly stabilizes its dipolar first excited state. The solvent-
induced changes in HOMO-LUMO gap predicted by PCM model is very small but in 
accordance with the change of C5-C6 bond length. For more satisfactory quantitative 
description, discrete approach for solvent must be utilized to treat solute-solvent 
interactions in a more realistic way.  
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Microwave 11, 281 
Microwave coagulation surgical instrument 281 
Model building 755 
Molecular dynamics 755 
Molecular mechanisms of disease 755 
Morphology observation 126 
Mortality prediction 588 
Mouse 781, 785 
mPEG – PCL 355 
Mr compatible 11 
Mr image 11 
Mueller matrix 401, 429 
Myocardial ischemia 763 
N, O carboxymethyl chitosan 326 
N2/Ar micro-plasma 132 
Nano-fiber 350 
Nanoliposome 114 
Nanoparticles 120, 355 
Nasoendoscope 627 
Navigation system 22 
Near-infrared 166, 386, 420 
Near-infrared spectroscopy 372 
Network 621 
Neural fuzzy network 288 
Neural networks 552 
Neuroblastoma 829 
Newcastle disease virus (ndv) 844 
Non-contact 148 
Non-contact human body measurements 35 
Non-invasive 420 
Noninvasive hemodynamic monitor 1 
Nonlinear feature 867 
Non-linear features 877 
Oocyte-like cells 751, 797 
Openvibe 596 
Oral drug delivery 103 
Oral impact 645 
Oral regeneration 342 
Orientia tsutsugamushi 466 
Osseo-disintegration 334 
Osseointegration 334 
Osteoinduction 62 
Otolaryngology 621 
Outcomes 902 
Oxygen 710 
Oxygen saturation 182 
Paclitaxel 108, 114, 484 
Paf onset prediction 288 
Pancreas segmentation 574 
Parthenogenesis 793, 802, 815 
Parthenogenetic bovine embryos 777 
Parthenogenetic diploid porcine embryo 820 
Parthenogenetic embryonic stem cells 793 
Patch 76 
Patient identification 567 
Patient outcomes 342 
PD-1 671 
PD-L1 671 
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Pericardium 76 
Phonemic task 379 
PLCΖ 789 
Pluronic F127 108 
Poincare index 567 
Polarization state 429 
Polarized light 401, 458 
Poly (vinyl phosphonic acid), 326 
Polycaprolactone 484 
Polyvinyl alcohol 477 
Porcine carotid 89 
Portable EEG 908 
Portable EEG device 603 
Potentiostat 394 
Practice based research 621 
Predictive modeling 288 
Preimplantation development 777, 785 
Preservation 767, 824 
Pressure standard deviation 581 
Principal component analysis 552 
Prion 227 
Proliferation 490 
Prosthetic arm 141 
Protein γ-H2AX 132 
Psoriasis 438 
Pten loss 682 
Pulse oximeter 182 
Purification 837 
Pyramid hologram 448 
Quality improvement 621 
Quality of life 621 
Quaternary ammonium 717 
R3500Q 894 
Reactive oxygen species 103 
Reality 531 
Real-time PCR 887 
Receiver operating characteristic curve 552 
Red blood cells 211 
Redox nanoparticles 103 
Redox-sensitive nanogel 108 
Reducing noise 148 
Regenerative medicine 763 
Regression 588 
Rehabilitation 141 
Reprogramming efficiency 741 
Retrospective study 710 
Reverse engineering 141 
RGB-Depth 539 
Rhodamine B 120 
Rickettsia spp 466 
Room temperature 767 
ROSI 747 
Satisfaction 334 
SCNT 737 
Segmentation 44 
Seismocardiogram 233 
Self-Reflection 915 
Semantic task 379 
Silver nanoparticles 477 

Silver nanoparticles 126, 193 
Singularity detection 567 
Sleep disordered breathing 710 
Sleep onset 908 
SNP rs4284505 309 
Somatic cell nuclear transfer 741 
Soy lecithin 114 
Speckle tracking echocardiography 652 
Spermatozoa 767 
sST2 724 
Stages IA – IIA 688 
Staging 908 
State space 860 
Steerable needles 15 
Stem cell sheet 763 
STEMI 724 
Stokes parameters 458 
Stokes polarimeter 401, 429 
Streptomyces 732 
Stroke 627 
Stroke volume 1 
Support vector machine 603 
Surface roughness 220 
Surgical treatment 688 
Survival rate 334 
Systole 233 
TAMs 829 
Telemedicine 182, 244, 497 
Temperature 148 
Thoracic fluid content 1 
Thrombus detection 206 
Ticks 466 
Tissue characterization 401 
Titanium 490 
Transmissible spongiform encephalopathies 227 
Transplantation 763 
Trehalose 767 
TSA 807 
Tuberculosis 635 
UHMWPE 220 
UKF 288 
Ulcerative colitis 103 
Ultrasonic sensor 35 
Ultrasound 281 
U-Net 44 
Unscented kalman filter 288 
Uroflowmetry 273 
UVB 438 
Vascular grafts 89 
Venipuncture 386 
Vertical position 581 
Very-low risk 829 
Vibrio parahaemolyticus 824 
Video recording 915 
Viral load 887 
Visual stimulation 531 
Warning avoid sleeping 513 
Water repellence 717 
Watermarking 497 
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Wavelet transform 867 
Western blot 132 
Wheelchair 200 
Wireless alarm system 506 
Wound dressing 477 

Wound healing 411 
Xenogenic/allogenic transplantation 89 
Xenograft 50 
zFRAP 747 
Zinc alloy 81 

 



 
 
 

 

 

 

  



 
 
 

 

 

 


