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Numerical Study on Vibration Control of Structures
Using Multi Tuned Liquid Dampers with High
Mass Ratio

Bui Pham Duc Tuong
Faculty of Civil Engineering
HCM University of Technology and Education
Ho Chi Minh city, Viet Nam
tuongbpd@hcmute.edu.vn

Abstract— Multiple tuned liquid dampers (MTLDs) with
mass ratio 5% presented in this study. The results of numerical
simulation based on the equivalent mechanical model are
carried out on the multi-degree-of-freedom (MDOF) affected by
harmonic forces. A parametric study is performed in the
frequency domain to investigate the dynamic characteristics and
effectiveness of MTLDs. The influence of mass ratio, number of
TLDs, normalized frequency band width, and number of
degree-of-freedom (DOF) are surveyed. The results show that
the control method by using MTLDs in case of high mass ratio
is very effective.

Keywords—Multi tuned liquid damper, Structural control,
Mass ratio, Mechanical model.

l. INTRODUCTION

TLD has been introduced as an energy-consuming device
to reduce structural vibrations. TLDs, which include a liquid
storage tank, are a passive control device to re-duce structural
vibrations when external forces exert such as wind and
earthquakes. The basic sloshing frequency of a liquid is
usually adjusted to the fundamental frequency of the main
structure. When the TLD is stimulated by the movements of
the main structure, the fluid inside the tank begins to slosh,
transmitting inertial forces to the structure, thus absorbing and
dissipating energy. The energy consumption in TLDs occurs
through the phenomenon of breaking waves, the geometry of
TLDs, the viscosity of liquids ...

TLD can be classified into two types: shallow water and
deep water. This classification is based on the ratio of the
depth of the liquid to the length of the tank in the direction of
propagation. The idea of using a TLD to reduce vibration in
civil engineering structures has been researched and
developed since the mid-1980s. [1] is the first to suggest using
a rectangular container filled with two immiscible liquids to
reduce oscillation through the movement of the interface.
TLD has been shown to effectively control the response of
structures caused by wind [2] [3], and have successfully
implemented applications in many high-rise structures [4]. In
addition, the TLD system is proposed to control earthquake
excitation [5]. Experimental and theoretical research [6][7][8]
show that TLDs are effective in controlling the response of
structures under the effect of earthquakes. In addition, TLDs
are also proposed to be used on cable stayed bridges [9] and
wind turbines [10]. [11] studied some kinematic parameters of
TLD. Parameters include sloshing frequency, fluid viscosity,
bottom roughness and mass ratio between TLD and structure.

978-1-7281-9982-5/20/$31.00 ©2020 IEEE
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The effects of flexible wall and nonlinear parameters of TLD
control results were also studied [12][13][14][15].

Although the application of a single TLD may be useful in
reducing structural responses under external excitation, it
comes with a number of limitations such as the ability of the
TLD to respond when the frequency changes, damping ratio,
and uncertainty about the dynamics of the main structure. To
overcome the limitations and improve the performance of a
TLD, a multiple TLD system (MTLDs) is proposed.

MTLDs include many TLDs with similar or different
dynamics properties. MTLDs can be located on one floor or
distributed on different floors. The sloshing frequency of each
TLD can be easily changed by changing the fluid depth.

The MTLDs system with mass ratio 5% is presented in this
study. The numerical simulation results are based on an
equivalent mechanical model performed on the model
affected by harmonic forces. The influence of mass ratio,
number of TLDs, normalized frequency band width, and
number of floors are surveyed. The results show that the
control model of MTLDs is very effective.

Il.  EQUIVALENT MECHANICAL MODEL OF TLD

Consider a hard-walled TLD — i. The height of fluid when
the TLD is not moving is H;. The width of the fluid is 21;.
When TLD is under the effect of horizontal
acceleration, X,(t), the fluid mass will also move
horizontally. The equivalent mass-damper-stiffness system of
TLD is shown in Fig. 1b. Mass values are determined by the
equation (1):

H; 2
2(—) tanh(B;H;)
l: L
m; = Mf/*P L ——

(BiH)® 1)
mo; = MY (1 - ) @

With g; = lel and M™? is the mass of fluid.
M{*? = 2pl;H;B; 3)

p is the density of the fluid; B; is the thickness of the fluid.
The equivalent stiffness of TLD is found by the formula:



2020 5™ International Conference on Green Technology and Sustainable Development (GTSD)

k; = miwiz 4

The equivalent damping of the TLD is determined by the
damping coefficient ; of the fluid contained in the TLD,

¢ = 2mw;(; (©)

In which the damping ratio is determined based on the formula

= +3) Jim ©)

H_i B; 2w;
I is the kinematic viscosity coefficient of fluid.

The horizontal movement frequency w; of fluid is
determined by the formula

w; = 4/ (gB;tanh(B;H;)) @)

kil2 kil2
el
— m
H; o2 o ol
A 4
Moi
I I
[€ > € >
£ - %

(a) TLD model (b) Equivalent mechanical model

Fig. 1. TLD in horizontal motion

I1l.  THE MOTION EQUATION OF THE STRUCTURE MDOF

AND MTLD
Xy Xy Xy
Ky i Ky
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Fig. 2. System of multiple TLDs for high-rise structures

The main structure is a multi-story building modeled into
a mass-stiffness-damping system. Structural properties such
as mass, stiffness, and damping of each floor are identical. The
model of a N-floor building with n-TLDs located on the top
floor of the main structure is shown in Fig. 2. The frequency
of the n-TLD is distributed around the natural frequency of the
main structure. The main structure is symmetrical and has
uniform mass M; = M; = My = M,; horizontal stiffness
K, = K; = Ky = K,; horizontal damping C; =C; =Cy =
Co.

The motion equation of the MDOFs multilevel structure
associated with many MTLD control systems is presented in
the following general form:

MX+CX+KX=P (®)

In equation (8), X =[X; X, Xy x1 X3 o X5]
is a horizontal displacement vector with X; = displacement of
the it" floor; P is the excitation vector caused by the
earthquake. The mass, damping, and stiffness matrices in
equation (8) are defined as follows.

M = MyM )
[ 1
1
M= A+ Ximo1) (10)
"
o
C=¢,C (11)
2 -1
-1 2
C= A+XLard) -t - -r| (12)
-1 i
-1 e |
K = K,K (13)
2 -1
-1 2
K= (1+27i1:1r'k = e —if (14)
- rf
- e |

With M, C, and K normalized matrices of mass, damping,
and stiffness, respectively;

s
m _ Moi _ _mTLD 16 tanh(Z;)
ol =y, =i (1_517—{ (15)
W= = g (16)
0

k.
rf=t=1"y a7

0

With n; = H;/1;; v/™™P = MT*P /M, ; v; = w;/w, is the

i

ratio of the frequency of the TLD-i to the parameter w, =

JKo/M,.

Vector of force due to earthquake acceleration Xo(t) =
XoaXo(t) is determined by
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P = _MOBMXOa)?O (18)
In equation (18) D, is the diagonal vector of matrix M,
D,=[1 1 A+Xiimg) o wtt o (19)

For a reference response X, 5, or static amplitude defined
by
Xost =—— (20)

Equation (8) is expressed as a dimensionless form or
normalized equations of motion as:

MX + 20,w,CX + wiKX = —w2DyX, (21)

Where normalized response value X = X/X,,, and ¢, =
Co/(ZMowo)-_ .

The equation (21) is solved by Runge-Kutta method to
determine the normalized response value X.

IV.  NUMERICAL STUDY ON THE INFLUENCE OF

PARAMETERS
TLD-1 TLD-i TLD-i+1 TLD-center TLD-n
[ e — 55—l >
b2 i Yir1 Ye 1 n 7
Ay, ‘ L Ao
Ay
1€ >

Fig. 3. TLDs distribution and normalized frequency y

As depicted in Fig. 3, the distribution of the normalized
frequency y; = w;/w, of MTLDs has the following
influencing factors: central normalized frequency v,
normalized frequency band width Ay =y, —y, , the
difference between two consecutive normalized frequencies
Ay; = v;41 — Vi, and the deviation Ay, between the central
normalized frequency and 1. In this study, Ay, = 0.

To investigate the effect of parameters on control results,
equation (21) is solved in frequency response with ground
motion in the following harmonic form:

X, = elot (22)
Then the response of equation (21) is written in the form
X = Qei®t (23)

Derivative and substitute to equation (21), the frequency
response amplitude is as follows:

w w 2 _ w P 74 -1 n
@(w—o) = [— (w—o) M+ 2¢, (w—o) lC+K] D, (24)
In this study the damping ratio is {, = 0.5%. The
simulations were carried out with the aim of studying the
effects of several parameters of the MTLDs on its
performance, i.e. mass ratio, number of TLDs n, the

normalized frequency band width Ay, and the floor numbers
N

A. Effect of mass ratio

The influence of mass ratio on the control ability of the
structure investigated in the case of Ay = 0.2,n =1,N = 1.
The result of amplitude response @ to the change of frequency
ratio w/w, = [0.8 = 1.2] is shown in Fig. 4. The absence of
TLDs is also depicted in the figure. Simulation results show
the effectiveness of control using TLDs. With mass ratio
increased, control efficiency also increased. But the effect
does not change much when the mass ratio is greater than 0.05.
In this study, mass ratio = 0.05 model was surveyed to check
the performance of the control system.

100

" = = = = Without control
90 - " mass ratio = 0.01 |
" mass ratio = 0.02
mass ratio = 0.03 |
mass ratio = 0.04
mass ratio = 0.05 | |
mass ratio = 0.06
mass ratio = 0.07 | |

80 -

70

60

50

Amplitude ©

40 !
30 - L

20 -

\ | ;
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
Frequency ratio w/wo

Fig. 4. Effect of mass ratio

B. Effect of number of TLDs n

Fig. 5 shows numerical simulation results for mass ratio =
0.05. For cases where the number of TLDs is 5, the curve has
some local vertices. As the number of TLDs increased to 11,
the upper peaks became flatter. When n increases to 21 or 31,
the curve does not change much. It shows that the control
efficiency of MTLDs does not change if the number of TLD
exceeds a certain value.

50 T
1
1 : = = = = Without control
45 + " ll n=1 q
1 | n=5
40 " ‘I n=11
1 \ n=21
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1 1
@30 H
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Fig. 5. Effect of number of TLDs in case of mass ratio = 0.05

C. Effect of normalized frequency band width Ay

Simulation results obtained when mass ratio = 0.05. The
result is shown in Fig. 6. In case Ay = 0.3, the control value
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is not good. Through the above results, we see that there will
exist an optimal value of Ay for each case of mass ratio,
parameters of the structure such as natural frequency, damping
ratio .... The results show that the optimal value of Ay needs
more research.

60 T T ; ; :
A~=0.1
A=0.2
A~=0.3
A~=0.4
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Fig. 6. Effect of normalized frequency band width in case of n = 31

D. Effect of TLDs on the number of DOFs

Fig. 7 shows the control effect of TLDs on MDOFs
structures. The results show that the number of TLDs will no
longer have a large effect when n is greater than 5. However,
with random loads, n > 5 may be effective over a given
frequency range.

o
T

max

Amplitude ©
(4,1

o
T

2 . L . .
0 5 10 15 20 25 30 35

n-Number of TLDs

Fig. 7. Effect of control results when N = 50

V. CONCLUSIONS

TLDs are effective vibration absorbers when they are
applied in practice due to their ease of installation, minimal
maintenance and cost effectiveness. In this paper, the use of
multiple TLDs in the vibration control of MDOFs structures
has been investigated based on an equivalent mechanical
model. The influences of the number of TLDs, normalized
frequency band width, and degrees of freedom on a control

system with a mass ratio of 0.05 were studied based on
numerical methods. The results of this study confirm that
multiple TLDs adjusted to mechanical properties of MDOFs
system will lead to improved vibration control compared to
cases a single TLD used.
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Abstract— Applying the Laser Cladding method to create
composites cladding Co+(10; 20; 30)% TiC on the surface of Hot
Die, SKD61 steel. Using Micro-hardness tester and Microscope
(SEM) to measure the hardness and analyze the distribution of
TiC particles in the clad. The results indicated that the average
hardness of the TiC/Co-based composites cladding cross-section
Co-based+10%TiC, Co-based+20%TiC, Co-based+30%TiC in
order is 589 HV0.2, 788 HV0.2, and 934 HV0.2. All of these
claddings have the hardness higher than SKD61 steel in order is
2.6, 3.5, and 4.2 times. From that show that, the hardness of the
claddings has a close relationship with percentage of TiC
particles. Besides, the regression models exactly show that the
hardness of the claddings is: y1 = 23.8438 — 7.3494x, y2 = 9.7389x
+44.6927,y3 =13.6597x + 35.511 by 10, 20, 30%wt TiC particles
in the claddings, which create the scientific theory to apply from
some other carbides to reinforced for the cladding.

Keywords— Laser Cladding, TiC/Co-based composite
cladding, Micro-hardness, Co-based self-fluxing alloy, Hot Die
SKD61 steel

I.  INTRODUCTION

During the last decades, Laser Cladding has known one of
the advanced methods to improve the high-quality of surface
metal, it is grown with the breakneck speed and particularly
advantageous in the repair and restoration the large size parts
[1,2]. The melting carbides on based metal techniques are
developed strongly to improve and advance wear resistance of
the metal. Inside, the Coban self-melting [3] cladding is able
to advance oxidation and wear resistance, at the same time,
adding more types of carbides such as WC, B4C, SiC, Cr2C3,
TiC...with high thermal stability on Co-based to improve
mechanical properties at high thermal effectively. Besides, the
distribution of TiC particles (%wt) in the clad has a direct
effect on cladding hardness in improving work conditions of
the hot die’s surface. However, the early studies had only
researched the microstructure and mechanical properties of
cladding.

From those theories, the authors created and studied
Co+TiC composite claddings about analyzing, comparing the
affection of TiC particles content (%wt) to the hardness of
claddings.
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Il.  EXPERIMENTAL & TESTING METHOD

A. Experimental method

The experiment is performed on the surface of SKD61
steel, with the main component after Energy Dispersion
Analysis (EDS), which is shown in Table 1, with size: 100mm
x 30mm x 10mm. Before the experiment, the surface of the
samples are cleaned by abrasive paper, washed by alcohol and
acetone and then dried by a kiln. Co50 self-melting alloy
powder compositions have included: 0.6%C, 3%W, 3.5%Si,
2.25%B, 20%Cr, 5.1% Mo, 5%Fe, 14%Ni and extant of %Co,
particles size ~53um; the fine TiC powder is 99.5% with
particles size ~10um. The composite powders were covered
on the SKD61 surface and then used a laser to melt the
previous cladding layers. The composite powders are (10%;
20%; 30%witTiC) + Co50, every thickness is ~1 mm and dried
by Kiln in 8 hours before being melted by laser. The clad on
SKD61 surface process was performed at Kunming
Polytechnic University, on Laser Cladding type GS - TFL
6000 transverse - flowCO2, with Laser power is from 3.3 to
3.9 kW, scanning speed is from 350 to 400 mm/min, distance
from Laser box to SKD61 surface is 50 mm, Argon flow is 8
L/h, the parameters are shown in Table 2.

TABLE I. CHEMICAL COMPOSITION (% WEIGHT) OF SKD61 STEEL USED IN
THE EXPERIMENT.

Element C Si Mn Cr Mo \Y% Fe

extan

% Weight | 043 | 1.17 | 048 | 479 | 1.38 | 0.94 t

TABLE Il. EXPERIMENTAL PARAMETERS ARE APPLIED IN LASER CLADDING

Coating rate Laser power Speed
Sample . .
(Co: TiC) P (kW) Vs(mm/min)
S1 9:1 3.6 500
S2 4:1 3.9 400
S3 7:3 4.2 450

B. Mechanical Testing Method

The experiment used the metallographic cutter to
minimize the damage by heating; OmniMet electronic scanner
and specialized software using halogen light source to observe
the microstructure; The Vickers Tukon 1102 micro-hardness
tester, with a load of 1,961N (HV0.2). The experiment used
the coordinate system as shown in Fig. 1 with the positive
direction by the cladding height, and then proceeded to
measure the hardness both cladding zone and bonding zone.
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Clad zone

Bonding zone
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Substrate

Det WD — 1mm
BSE 10.1

AccV Magn
30.0 kV 20x

Fig. 1. The experimental coordinate system

Ill.  RESULTS

A. The cladding hardness

The hardness distribution of claddings is shown in Fig. 2.
It is easy to see that the hardness is divided into three specific
areas, the hardness value of each region is relatively high.
From the substrate to the top of clad, the hardness is
increasing, which means the wearing resistance of SKD61
steel surface also increases accordingly.

TABLE Ill. THE RESULTS OF THE MICRO-HARDNESS

Distance from SAMPLE
bonding line
(pm) S0 s1 S2 S3
-1400 194.4 235.2 237.5 210.6
1200 222 2415 239.5 216.9
-1000 285.4 249.6 244.8 219.9
-800 416.1 483.5 432 459
-600 579.9 683.5 529.5 614.1
-400 567.2 614.6 687 619.4
200 584.1 566.6 7245 697.8
0 590.3 552.7 755.3 790.5
200 614.6 618.6 816.3 952.8
400 629.1 568.1 794.6 1038.8
600 635.4 594.6 686.4 935.6

THE CHART OF MICRO-HARDNESS
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Fig. 2. Variation of microhardness with vertical depth from the top surface
of Laser Cladding.

(Sub: Substrate, BZ: Bonding zone, CZ: Clad zone)

From the experimental results, the average hardness of
SKD61 heat-treatmented is 224.8 HVO0.2, the average
hardness of samples S1, S2 and S3 is 589 HV0.2, 788.2 HV0.2
and 934.4 HV0.2, respectively. All of these claddings have a
higher hardness than SKD61 steel,2.6, 3.5, and 4.2 times,
respectively. This result proves that the surface hardness
SKD61 steel is significantly improved when applying Laser
Cladding method. The bonding zone between the coating and
the steel substrate has a lower hardness than the coating, which
is due to the presence of Fe from the diffused steel substrate
over the coating during the melting process under the effect of
heat from a large power laser beam, these Fe atoms have a bad
effect of diluting other components, resulting in reduced bond
hardness. The heat-affected zone has a higher hardness than
the substrate, the main reason is that the alloying elements Co,
Mo and other elements, also under the action of the laser
beam, make them diffuse to the steel substrate form an
enhanced solid solution, another reason is the affection of
laser power which causes the temperature of the heat-affected
zone to be higher than Ac3 critical point, and then the
temperature drops suddenly, which causes the heat-affected
zone is quenched (same as the transformation Austenite
process when high cooling), causing this zone hardness is
quite high [4]. From farther bonding zone, the temperature
lower, the difference between the non-heated and heated
smaller, eventually the heated areas are overrated to the
organization of the steel base, so the hardness also decreases
[5]. The S1, S2 and S3 cladding have a gradual increase in
hardness. As the TiC content in the composite cladding
component increases, the hardness also increases with the
corresponding, the main causes are the newly formed phases
with high hardness and melting point, and the individual
atoms of Ti and C also react to recombinant forming the new
TiC is more complete than before. In Addition, the cladding
also contains the non-molten TiC and a partial melting TiC
that retains the main characteristics of the carbides, which are
small in size and evenly dispersed so that the hardness of these
claddings increases.

B. Modelling the distribution of TiC reinforced Co-based

From the results in Table 4, the experiment uses data in
“Objects’ Area” cell in the result column to create the graphs
showing the distribution (%) TiC particles along with the
height of sample S1, S2, S3 clad.

The regression model was found by two methods,
Microsoft Excel software (The Linear line on Fig. 3,4,5) and
Parabolic interpolation method [6]. With the significance level
selected p = 5% the empirical data is in the allowable error of
the expression; therefore, the linear equation showing the
regression model of TiC particle distribution along the height
of the newly discovered coatings is suitable and shown in Fig.
3,4,5.

From there describe the expressions as follows:

S1:yl =-7.3494x + 23.8438
S2:y2 =9.7389x + 44.6927
S3:y3 =13.6597x + 35.511

The expression of S1 pattern tends to go down this means
that the further the TiC particle distribution ratio decreases,
the further away from the bonding surface. With the solution
mentioned in the study is to improve the hot stamping surface.
Still, in the S1 sample, the closer the TiC surface is to the
cladding surface, the more the TiC particle distribution ratio
decreases significantly, so S1 will not improve much the
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surface quality of hot die. The reason is the TiC particles
content in the small coating component (10% weight) so under
the effect of a laser beam, a part of TiC is completely melted
and resolved into [Ti] atoms and [C], these new [Ti] atoms
react with the element Co available in the composition of
Co50, forming the new TiCo3 phase [7].

The expression of the sample group S2 and S3, the graph
is sloping up, which means that the farther the surface between
the steel substrate and the coating surface, the higher the TiC
particle distribution ratio will be, contributing to a significant
improvement in the amount of hot stamping surface that actual
demand is posing. Since the TiC particle content in the
cladding composition is significant (20% weight in sample S2
and 30% in the S3 coating), when there is a laser heat source,
the dilution forms and with the mechanism, the quick cooling
from the outside to the perpendicular direction of the heat
source will cause the TiC particles above the cladding surface
to remain in place, while the TiC particles in the middle of the
cladding will have a slower cooling speed, so tendency to
diffuse down the bonding line.

TABLE IV. THE RESULTS OF THE DISTRIBUTION TIC PARTILES ALONG
HEIGHT OF SAMPLE S1 CLAD

Compared with the sample graph S3, the sample graph S2
has a smaller slope, and there is no big difference in the TiC
particles distribution ratio along with the cladding height. In
the sample S3, there appeared cracks in the bonding layer, due
to the relatively high TiC grain content along with the
selection of unreasonable technological parameters, so the
unformed cladding was strongly bonded the steel surface
substrate. From the observations and observations above, we
can see the sample graph S2 with the most suitable regression
model in all samples selected for the experiment.
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TABLE VI. THE RESULTS OF THE DISTRIBUTION TIC PARTILES ALONG
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Fig. 5. Modelling the distribution of TiC in S3

IV. CONCLUSION

The cladding hardness is significantly improved, the
average hardness of the cladding Co+10%Ti, Co+20%TiC
and Co+ 0% TiC are 589 HV0.2, 788.2 HV0.2 and 934.4
HV0.2. All of these claddings have higher hardness than
SKD61 steel respectively 2.6, 3.5 and 4.2 times, thereby
showing that the cladding formed by Laser Cladding method
is completely possible to improve the surface quality of hot
stamping mold.

The modelling of TiC particle distribution for each sample
with concentrations of 10%, 20% and 30% TiC are: y1 =
23.8438 - 7.3494x, y2 = 9.7389x + 44.6927, y3 = 13.6597x
+ 35,511, completely consistent with the results of hardness
measurement of claddings. Thereby, if building regression
models of particle distribution carbides can accurately predict
coating hardness, creating a theoretical basis to apply to other
types of reinforced carbides others.
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Vo Duy Cong
Industrial Maintenance Training Center
Ho Chi Minh city University of
Technology, VNU-HCM
Ho Chi Minh city, Viet Nam
congvd@hcmut.edu.vn

Abstract— This paper develops a vision system to predict
ball trajectory for the ping-pong robot. The stereo vision system
with two cameras is used to measure ball center. A multi
threshold segmentation algorithm is applied to precisely locate
the center of ball in image and the triangulation algorithm is
applied to compute the 3D position in the world coordinates. Six
consecutive coordinates are collected and the least squares
method is used to determine the initial states of the ball. From
these initial states, the following flight trajectory of the ball is
predicted using two physical models: aerodynamics model and
rebound model. Then the states of the ball at striking point are
calculated from the predicted trajectory. Experimental results
show that the developed system can achieve a good predicting
precision in real-time.

Keywords—Ping pong robot, stereo vision, visual
measurement, trajectory prediction, triangulation algorithm.

I. INTRODUCTION

The table tennis robot has become a hot topic and has been
attracting many researchers because of the difficulty and
challenges of vision, real-time and intelligent control. The first
table tennis robot was developed by Andersson at AT&T Bell
Laboratories in 1988 [1]. After that, many research groups
have focused on developing robot systems both in mechanical
structure, vision system and control [2]. The vison system is a
crucial component, the accuracy and latency of image
processing due to the low sampling rate of vision system
directly affect the control performance of the robot system.

The vision system, like the human eye, is used to
determine the 3D position and velocity of the ball. From that,
the trajectory of the ball and robot can be predicted. Therefore,
the accuracy of the vision system is very important, it decides
to the accuracy of the prediction and control performance. The
vision system consists of cameras and hardware used for
image processing (PC or special processor). Table I lists some
vision systems developed since 1988.

TABLE I. DEVELOPMENT OF THE VISION SYSTEM FOR TABLE TENNIS
ROBOTS
Year Author Number of cameras, speed, processor

1988 Anderson [1] 4 camera, 60Hz, MC68020 processor

1990 Fassler [5] 2 camera, 50Hz, MC68000 processor
2003 L. Acosta [6] 1 camera, 40Hz, PC
2005 Miyazaki [3] 2 camera, 60Hz, Quick MAG

2005 K.P. Modi [7] 1 USB camera, 15Hz, work station
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Year Author Number of cameras, speed, processor
2005 Y. Zhang 1 camera, 60-89Hz, PC
2006 Y. Zhang 2 cameras, 60-89Hz, PC

2007 Quanta-View Inc 2 cameras 60Hz, Intel Xeon processors

2010 Z. Zhang [8] 2 cameras (DSP, FPGA), 250Hz, PC

2012 Li, Hailing [9] 2 cameras 150Hz, 2 PC

The number of cameras can be one, two or more. Using
more cameras can improve the accuracy and can help robot
operate in many different environments. However, the system
becomes more complicated and the processor must have high
performance to simultaneously process multiple frames and
synchronization. In addition, the camera calibration is also
more complex. Using one camera, only a single frame is
needed to be processed, so the real-time performance was
improved. Acosta et al. [6] used a monocular vision system,
which compute the 3-D position of the ball according to the
image coordinates of the ball and its shadow on the table and
so it required a stable light-controlled environment.

Nowadays, the cameras have very fast shutter speed.
However, the ineffectiveness of image processing algorithms
for ball recognition and tracking will lead to reduced
performance of vision system. Sabzevari et al. [10] and
Lampert et al. [11] both developed vision system which only
use color features to detect the ball. Only using color features
can lead to wrong detection, because other objects are easily
to be recognized as the orange ball if they are the same color
as the ball. In [8], the flying ball can be segmented by using
adjacent frame difference. This segmentation method might
often obtain incomplete ball contours and cannot detect the
table tennis ball when the ball flies slowly.

To return the ball at a certain area on the region of
opponent, the robot must control the paddle to hit the ball with
arequired velocity. So, the robot must have a motion planning
to achieve the desired velocity at the striking point. The
position and velocity of paddle at striking point are determined
from the position and velocity of the ball. For this reason, the
control system needs to predict trajectory of the ball and the
hitting position will be estimated from this prediction
trajectory. Zhang et al [8] used two physical models to
construct the iteration for prediction.

In this paper, a vision system is developed to measure and
predict trajectory of the ball for the ping-pong robot. A
binocular vision system captures and transmits the images to
a PC. On the PC, a multi threshold segmentation algorithm is
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applied to find the center of the ball in two images. The 3D
position is computed using the triangulation algorithm that is
widely used in stereo vision systems. The aerodynamics
model and rebound models of the ball are established to
estimate and predict its trajectory.

The remainder of this paper is organized as follows:
Section 1l describes the algorithms used in the vision system.
Section I11 discusses how to predict the trajectory using two
physical models. Experiment results are shown in section 1V.

Il. VISON SYSTEM

The goal of the vision system is to determine position of
the ball for predicting the trajectory. Therefore, the accuracy
and high processing speed of the vision system are required
to achieve the high-performance trajectory prediction. In this
section, a stereo vision system with a set of effective ball
recognition and tracking algorithms is proposed to measure
the ball center.

A. Determine the position of the ball in the image

To ensure the accuracy and processing speed, it is
necessary to develop an optimal image processing algorithm.
This section uses multi threshold segmentation algorithm with
the cooperation of HSV threshold, Subtract Background
method and filters based on the size, shape or area of the ball
to remove objects that have the same color as the ball.

1) Subtract Background: Use a known background image
without the ball. The difference in gray level of the current
image and the background image will extract the ball from
background, i.e.,

Lairr(w,v) = I.(w,v) — I (u,v) (1)

where I.(x,y) is the gray value of pixel (u, v) in the current
image, [,(u,v) is the gray value in base image and
Igirr(u,v) is the gray value of pixel (u, v) in the image
formed by the frame difference. After the frame difference
threshold, the image is binarized:

Diff(u, 17) — {1' lf|1diff(u: U)| > GraYThresh (2)
0, otherwise

2) HSV Threshold: Because the light is not stable, only
using frame difference threshold, the detection sometimes
will be failty. Therefore it is necessary to combine with the
color threshold. After convert BGR image to HSV image, the
image is thresholded using six range thresholds Huemin,
Hu€emax, Satmin, Satmax, Valmin and Valmax according to the H,
S, V features of uniform orange table tennis ball. These
values will be determined based on experiments.

Apply the Subtract Background and HSV Threshold
methods, we obtain two binary images. The final image is the
sum of these two images.

3) Threshold using shape features: Image after applying
HSV threshold and Subtrack Background will contain objects
with the same color as the ball or noise due to lighting
conditions as shown in Fig 1.

@ (b)

Fig. 1. Process image. (a) image capture from camera, (b) Threshold image
using Subtract Bacground and HSV threshold.

Fig. 2. Contour image after aplying the shape thresholds

To eliminate these noise objects, perform a contour
finding of the objects, then filter the noise based on radius and
area of contour:

Rmax = e = Rmin (3)
Arel gy = a. = Arean,in “4)

where 7. and a, are the radius and area of ellipse interpolated
from object contour. Ry, Rimin, A€y, ATea,,;, are the
shape feature thresholds.

Using additional shape feature threshold has significantly
improved the robustness of the ball detection algorithm. The
result is shown in Fig 2.

B. Determine 3D position

Fig 3 shows the camera system used in the robot system,
in which two cameras are placed perpendicular to each other.
A coordinate system Xg located in the corner of the table is
used as the reference of the system, the ball coordinates will
be determined in this coordinate system. The camera
calibration will determine the relationship between the two
camera coordinates Xc1 and Xc2 VS Xg.

s

Fig. 3. Camera system
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Using the algorithm described above, two the centers of
the ball in the two images are determined. The 3D coordinate
of the ball is computed based on the idea of a triangulation
method that is widely used in stereo vision systems. However,
instead of reconstructing the entire 3D space, we only need to
determine the coordinate of the ball center, so the process is
simpler and ensures the real-time.

Denote the 3D coordinate of the ball is 2P in =g and =P
in2¢ (n=1,2). We have:

Cn’P = C'H.PB + CnRBBP (5)

Where BP = (XB' YB' ZB)T ' CnP = (XCn' YCn’ ZCn)T
and P, € R? is the coordinate of the origin of Zg in D
tnRp € R* is the rotation matrix from Zg to X, :

n n n
Xgc, 1 Tz T3
C — C, — n n n _
nPy = |Yoe,| Ry = |13y 135 T33|,nm=12 (6)
n n n
YBCn 31 132 T33

From (5), (6) and the formula of the pinhole camera
model, perform several mathematical transformations, we
derive the matrix equation:

A.BP =B @)
with:
ris Uy Uy
e PR Cr R P oY 33— T3
fx fx fx
21 Uy U1
1 1 1 1 1
T V31— 11 V32— T2 733733
A|B 7 3
U , 2 Y2 , 2 %2 ,
f_7”31 — T f_7”32 — T2 f 33 —Ti3
X X X
U2 Uy Uy
2 2 2 2 2
f_T31 -1 f_7"32 -T2 f_T33 — T3
L]y y y .
— ul
XBC1 - f_ZBcl
X
(21
Yae, — f—ZBc1
y

U;
XBCZ - f_ZBcz
X

U2

] fy |
The solution 2P of equation (7) can be derived using Least
Square Error (LSE) method:

Yee, = 7 Zpc,

Bp = A'B ®)
where A" = (ATA)7'AT is the pseudo-inverse matrix of
matrix A.

I1l. BALL TRAJECTORY PREDICTION

Predicting the trajectory of the ball is the first important
task of control system to determine the hitting point and
velocity of ball at the hitting position. These parameters are
necessary to determine the required position, velocity and
rotation of racket fixed on the robot arm and then the trajectory
of racket can be planned to return the ball. Fig 4 depicts the
trajectory prediction process since opponent hits the ball until
the robot returns the ball.

11

striking point
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Fig. 4. Ball trajectory prediction.

It can be seen in Fig 4, to predict ball trajectory, we need
to use two models: aerodynamics model and table rebound
model.

A. Aerodynamics model

When the ball moves through the air, there are four forces
on the ball, include: the Magnus Force F,, gravity F,, air
resistance F,; and buoyancy force F, [12]:

Fy = =5 panD*CyllVllv ©)
FE, = %Cmpan'D%) X v (10)
F, =mg (1)
Fy =mpg (12)

where p, is air density, D is the diameter of the ball, Cj, is the
drag coefficient and v is the velocity of the ball. w is the
angular velocity, m is the mass of the ball, m,, is the mass of
the air with the same volume as the ball, g is the gravity
accelerator and C,, is the Magnus coefficient. According to
the standard rules, the mass of the ball m = 0.00275kg, ball
diameter D = 0.04m, gravity accelerator g = 9.81m/s?,
Po = 1.29kg/m3.

Because m;, « m, F, will be ignored and not considered
in the model. If the ball rotates with large angular velocity, the
Magnus force can reach the same level as the air resistance
and cannot neglect. However, it is difficult to measure the
angular velocity of the ball for the vision system, so in this
paper assumes the ball fly without rotation. Apply Newton's
second law Y, F = mv, derive the differential equation:

v =—g—kqllvllv (13)
where k,; = Cpp,mD?/8m.
We know that velocity is the derivative of position:
vV=p (14)

Combine (13) and (14), the motion of the ball can be
represented by state vector equation:

T)x UX

ij [ Uy ]

A vz |

o || —kalviive | (15)
o, | —kallvil, |

o L=kqlvllv, = gl
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B. Rebound model

After the ball bounces off the table, the velocity of the ball
will be changed in both direction and magnitude. Denote
(vp, wp) and (v, w',) are the velocity and the angular
velocity of the ball before and after bouncing. In fact, the
velocity after bouncing is changed due to friction and the ball
being spin. Define the velocity of the contact point as follows:

Vpx — a)byT‘
Vpy + Wp,7|(16)
0

vpr = [Vorx  Vpry 0]" + w,¥ =

Using rebound model in [13], the velocity of the ball after
rebound is determined by equations:

V'y = ViU + Vo wp
, 17
{(U b= V(uvvb + Va)wwb ( )
There are two cases for the coefficient matrices:
Case 1: the velocity of the contact point is not zero:
1-6 0 0 0 or O
| 0 1-5 o ] va:[_& 5 ]
0 0 —e; 0 0 0
36 0 1 36 0
2r 2
Vow =136 , = 36
1= o o * 0 1-— 0
er J 2r
0 0 0 0 0 1

where § is equal to u(1 + e;)|vp,l/llvprll. This situation

occurs when the condition (18) is satisfied:

11+ e)|vy,|

<04
llvprll

(18)

Case 2: If (18) is not satisfied, the velocity of the lowest
point is zero and:

06 0 0 0  04r 0
Vo=|0 06 0| w,=|-04r 0 o0
0 0 -—e 0O 0 0
[0 _2° ]
0 — 0 04 0 0
Vw=[04 | V=0 04 0
— 0o 0 1
lo o o

C. Trajectory prediction

In order to predict the trajectory, the coefficients and
initial parameters need to be determined. A series of discrete
3-D positions with timestamp on the trajectory are obtained
from stereo vision system. These data contain many errors
caused by image processing or camera calibration and so on.
Thus, the second order polynomials are used to fit vision data
to reduce the noise:

X = a1t2+b1t+C1
y = ayt? + byt +c,
z = agt? + bt + ¢4
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where a,, by, ¢4, a,, by, c3, az, bsand c; are the coefficients
of the polynomials for the X, Y and Z coordinates.
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These coefficients are easily identified via Least Square
Method (LSM). Then, the initial velocity of the ball can be
obtained by deriving the equation (19):

vx = Zalt + bl

UZ = 2a3t + b3
Once the coefficients and initial parameters

[0, Y0, Zo, Vxo» Vyo, V20| are derived, the continued trajectory
can be interpolated by expressed equation (15) with iteration:

X Xi-1 |

Vi Yi- 1]

Z; Z;

0 Y i I T LAE Y
|lvyiJ| |lvyl . kdnvuvy

val vl | kv, -

wherei = 1,2,3, ...,

When z; is equal to the height of table, the ball touches
the table at the landing point. The velocity at the landing point
obtained from the iteration with (21) serves as the input
velocity to compute the velocity of the ball after rebound
using rebound model expressed in equation (17). The
trajectory after rebound is further predicted using (21) with
the initial states are the landing point and the velocity of the
ball after rebound. The position of the racket to return the ball
is determined when either of the following conditions occurs:

T is the time interval for one iteration.

{xi = Xmax (22)

v, =20

When (22) occurs, the position and velocity of the ball
will be used to determine the position and velocity of the
racket at the striking point.

IV. EXPERIMENTS

A. Experiment setup

The vision system uses two cameras run at framerate 50Hz
to capture images (648x480 pixels) simultaneously. A chess
board is employed to calibrate parameters of two camera. The
calibration uses the MATLAB calibration toolbox. The
parameters of two cameras after calibration are given in table
2.

TABLE II. CAMERA PARAMETERS.
Parameter Camera 1 Camera 2
L 311.71 0 163.96 311.22 0 145.78
Intrinsic
matrix 0 312.32 |108.37 0 318.93 | 123.9
0 0 1 0 1 1

Translational

[-593.82, -611.08, 1315.72] | [869.84, 361.79, 1402.80]

vector
. -0.0232| 0.9992 | 0.0332 |||-0.9842| -0.1767 | -0.0093
Rotational
matrix 0.997 | -0.0228 | -0.0112 ||| 0.0054 | 0.0224 | -0.9997
-0.0104| 0.0335 | -0.994 ||| 0.1769 | -0.984 | -0.0211
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B. Vision system evaluation

Experiments were conducted to evaluate the robustness of
image processing algorithms, speed and accuracy of the vision
system. The thresholds in the multi threshold segmentation
algorithm will be adjusted depending on the environment. In
our experiment, the values for Huemin, Huemax, Satmin, Satmax,
Valmin and Valmax are 0, 40, 120, 255, 86 and 255 respectively.
System takes 3-5ms to capture image from the cameras and
about 7-10ms to process image and compute 3D coordinate.

The results of using image processing algorithm to detect
the ball are shown in Fig 1 and Fig 2 in which the noise object
or the object with the same color as the ball was removed.
Table 3 shows some 3D coordinate measurement results using
the stereo vision system. It can be seen that the computed
coordinates are different for each measurement due to the
error of image processing. However, this error is only about
2cm which is acceptable.

C. Trajectory prediction evaluations

1) Determine the coefficients : In ADM model, kg is
determined by experiment. Collect more than forty data, use
the LSM method, the k, coefficient is estimated about
0.1196.

From equation (17), ignore the angular velocity, the
velocity of the ball before and after rebound will relate
according to simple formula:

vy = Vv (23)
where
ki O 0
Vw=[0 Kk 0] (24)
0 0 _et

Hence, the coefficients e, and k; need to be determined.
The velocities of the ball before and after rebound were
computed from the position of the ball according to
approximate formula:

(25)

where the interval At = 20ms. Twenty values of velocity are
computed and approximate to the first order equation vou: =
avin + b. The slope of line is the coefficient that needs to be
determined. The estimated coefficients are e, = 0.77 and
k. = 0.634 and shown in Fig 5 and Fig 6.

TABLE III. VISION MEASUREMENT AND ERRORS.

Index | Actual (x, y, z) mm| Measured (X, y, Z) mm Error (X, y, Z) mm
1 [560, 420, 20] | [564.43, 410.56, 16.64] | [4.43, 9.44, 3.36]
2 [560, 420, 20] |[576.12,428.43,14.10] | [16.12,8.43,5.9]
3 [560, 420, 20] [578.34, 439.71, 6.05] |[18.34,19.71, 13.95]
4 [560, 420, 20] |[557.15, 408.65, 23.68] | [2.85, 11.35, 17.15]
5 [324, 335, 20] [330.73, 346.12, 4.17] | [6.73, 11.12, 13.27]
6 [324,335,20] |[[328.19, 316.15, 39.45] | [4.19, 18.85, 15.81]
7 [324,335,20] |[316.84,337.46,39.86] | [7.16, 2.46, 19.86]
8 [324,335,20] |[317.66,324.27,28.93] | [6.34 10.73 8.93]
9 [68, 127, 110] |[74.45,128.96, 106.18] | [6.45, 1.96, 3.82]
10 [68, 127, 110] |[61.55, 139.42, 115.67] | [6.45,12.42, 5.67]
11 [68, 127, 110] [56.65, 111.74, 96.72] | [11.35, 15.28, 3.28]
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2) Trajectory prediction: In experiment, six consecutive
coordinates are collected and the least squares method is used
to determine the initial states. The result was given in (26):

x = —2706t% + 6003t + 329.6
y = 368.4t% + 45.34t + 258.9

z = —20530t* + 1866t + 466.5

(26)

where (X, y, z) are the positions of the ball in millimeters, and
t is the time in milliseconds. Based on the approximate
equations, the initial states of the ball are determined:

Xo = 329.6mm, v,y = 6003mm/s
Yo = 258.9mm, v,, = 45.34mm/s
z, = 466.5mm, v,, = 1866mm/s

€2

Finally, the trajectory of the ball was predicted according
to the equations (21) and (23). The results are shown in Fig
7. Table IV lists the prediction results for ten landing points
and errors.
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Fig. 7. Trajectory prediction experiment. (a) 3D trajectory (b) Trajectory in
X, Y and Z direction.

TABLE IV. LANDING POINTS AND ERRORS.

Index | Actual (X, y) mm Predict (x, y) mm Error (X, y) mm
1 [1790, 330] [1794.09, 259.32] [4.09, 70.68]
2 [1660, 305] [1602.10, 300.40] [2.10, 4.6]

3 [1882, 358] [1722.24 308.94] [79.76, 49.09]
4 [1798, 398] [1705.57, 339.26] [92.43,58.74]
5 [1852, 345] [1736.29, 295.24] [115.71, 49.76]
6 [1884, 285] [1713.27, 225.133] [170.73, 59.87]
7 [2157 235] [2057.86, 215.38] [99.14, 19.62]
8 [1725, 456] [1694.35, 448.57] [30.65, 7.43]

9 [1857, 373] [1902.87, 313.28] [45.87,59.72]
10 [1992, 390] [1884.36, 426.19] [107.64, 36.19]

V. CONCLUSION

This paper has developed the vision system for the ping-
pong robot system. The robust image processing algorithm is
based on the multi-threshold segmentation with the

14

combination of HSV threshold, Subtract Background method
and the shape features threshold. The 3D position of the ball
is computed using triangular method. The aerodynamic
model and the rebound model are established to predict the
trajectory of the ball. Experiments show the algorithm can
detect the ball being affected by noise object, the 3D
measurement have satisfied accuracy and the trajectory of the
ball can be predicted using models which is established in the
research.
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Abstract— With high strength and good corrosion
resistance, aluminum alloy 5083 is considered a key material in
the manufacture of high speed craft. Welding 5083 aluminum
alloy by melting welding methods often significantly reduces
structural life. Friction welding is considered an effective
technological solution for welding difficult alloys and 5083
aluminum alloys in particular. In this study, the stir friction
welding of AA5083 aluminum alloy plate with the thickness of 3
mm was fabricated and tested the effect of welding parameters:
welding regime o (rev/min) and transverse speed of weld tool v
(mm/min) on the microstructure and mechanical properties of
the weld. Generally, the weld can be achieved very good quality,
with no significant defects except for "kissing bonds defect".
The grain structure at welding area varies significantly. The
grain structure at the weld center is much finer than the base
metal. The hardness in the welding area is significantly reduced
compared to the base material. Experimental result shows that
the tensile strength of the weld increases with increasing welding
speed. The weld reaches a tensile strength of over 85%
(compared to the base metal) in the welding regimes of 1.40, 1.75
and 3.33 rev/mm.

Keywords— Stir friction welding, 5083 aluminum alloy, weld
structure, hardness, mechanical properties.

l. INTRODUCTION

Nowadays, aluminum alloy is a material used in many
different applications with outstanding advantages such as
light, high strength, corrosion resistance... Applications can be
mentioned as shipbuilding, car part manufacturing, more
specifically used in the aircraft bodies making. There are
instances where different series of aluminum alloys are to be
welded due to its requirement in the varied service conditions
[1]. Although there are many dominances, the biggest
drawbacks of aluminum alloys is poor welding. Friction stir
welding (FSW) is considered an effective technology solution
to solve this problem, this is a welding method invented by the
British Academy (TWI) in 1991 [2]. Welding friction stirring
is an advanced welding method with the basic principle of
using a rotating tool with a material which has melting point
higher than welding materials and plastic deformation of
welding materials generated by friction. The plastic
deformation of the welding material stirred with the rotating
circular motion will form the bonds (Fig. 1) [3]. In many
studies, it has been demonstrated that the application of FSW
for aluminum alloy has better weld quality than conventional
methods [4,5]. In order to have a good mechanical properties
of weld by FSW, depending on the types of aluminum alloys,
it is necessary to select the appropriate welding parameters.

978-1-7281-9982-5/20/$31.00 ©2020 IEEE
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This paper will focus on the effect of two welding parameters:
welding regime (o — rev/min) and transverse speed of weld
tool (v - mm/min) on tensile strength of the AA5083
aluminum alloy weld.

Compression force

Retreating side

Tool shoulder Advancing side

Tool pin

Fig. 1. Friction stir welding process [3]

II.  MATERIALS AND EXPERIMENTS

Butt joint by FSW of two 3 mm thick aluminum alloy
plates AA5083 are made from friction stir welding machine.
The welding tool has a shoulder diameter of 16 mm, pin
diameter of 4 mm and pin length of 2.8 mm (cylindrical pin).
The material selected for making welding tools is H13. After
designing and manufacturing, welding tool are heat-treated
and tested to meet the desired hardness. Two 5083 aluminum
alloy plates are fixed on the table by jigs (fig. 2a). The table is
angled at 2 ° to the direction of the tool pin (fig. 2b). The
welding process is shown in fig. 2c and the completed weld is
displayed in fig. 2d.

After the weld is completed in many different regimes, the
weld is screened for weld quality by impregnating with
solution of 2 ml HF, 3 ml HCI, 20 ml HNO3, 175 ml H,0 [6]
and is observed with a 1000x magnification camera (fig. 3a).
The microstructure of the weld is carried out by
electrochemical corrosion method on ElectroMet 4 (fig. 3b)
and is observed by Olympus CK40M microscope. The
hardness of the weld is measured on Rockwell machine with
HRB scale, using a ball bearing with a load of 100 kg (fig. 3c).
Tensile strength of the weld is tested on Instron 3366 machine
with a maximum tensile force of 10 kN, speed of 5 mm/min
(fig. 3d). The sample is fabricated according to ASTM E290

[7] (fig. 4).



2020 5™ International Conference on Green Technology and Sustainable Development (GTSD)

I1l.  RESULTS AND DISCUSSION

A. The microstructure of the weld

After the weld is completed in many different regimes, the
weld is screened at the cross section in order to assess the
weld's quality. At regime of /v = 2.33 rev/mm (fig. 5b)
cracks appeared at the bottom of the weld. At regime of o/v
= 1.75 rev/imm (fig. 5¢) appeared kissing bonds defect [8].
However, in another study it was shown that kissing bonds
defect is not dependent on welding parameters and is difficult
to remove. When testing the tensile strength of the weld, this
defect did not significantly affect the tensile strength. At
regime of ®/v =1.40 rev/mm, no defect displayed (fig. 5d).

Fig. 2. The process of installing and fabricating welds

2b. The angled set table
2d. The completed weld

2a. Jigs
2c. The welding process

Fig. 3. Experimental process
3a.Camera
3c. Rockwell machine

3b. ElectroMet 4
3d. Instron 3366

Fig. 4. Tensile samples (ASTM E290)

Fig. 6 shows the weld microstructure at w/v = 1.40
rev/mm. It clearly showed the different grain structure in the
zones of the weld. (1) (Base Metal — BM) has a large grain size
due to unaffected temperature, about 40+60 pum. (I1) (Heat
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Affect Zone -HAZ) is the zone close shoulder of welding tool,
which is affected by temperature due to friction but not plastic
deformation. The grain structure in this zone has almost no
change compared to the base material zone, grain size in the
range of 33+50 um. (l11) (Thermo Mechanically Affect Zone
— TMAZ) is the zone under the shoulder of welding tool and
develop plastic deformation by friction heat. At this zone,
there is a clear change in grain structure compared to HAZ,
grain size in the range of 26+37 um. (IV) (Stir Zone — SZ),
where the material has the most plastic deformation, the grain
size also changes most clearly, grain size in the range of 16+24
um.

Fig. 5. Types of welding defects

5a. o/v=3.50 rev/mm 5b. @/v=2.33 rev/mm
5¢. o/v=1.75rev/mm 5d. o/v = 1.40 rev/mm

Fig. 6. The weld microstructure at ®/v = 1.4 rev/mm.

B. Distribution of weld hardness

The hardness of the weld is measured at a cross-section
with the HRB scale. The results show that all welds have
reduced hardness from both sides RS and AS to weld center
(fig. 7). At the center of the weld (SZ) there has been the
smallest hardness. The higher the welding speed is, the lower
the hardness at the center of the weld is. At the regime of w/v
= 1.40 rev/Imm the hardness has lowest value. The hardness
distribution clearly shows the influence of welding parameters
on the mechanical properties of the weld. This change is due
to the influence of temperature leading to a change in the
microstructure of the weld.

C. Tensile strength of welds

Results of the tensile strength of welds in different regimes
are shown in Table 1. Evaluation of weld quality is carried out
by comparison with the tensile strength of the base material.
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Fig. 7. Weld hardness distribution at different regimes.

TABLE |. RESULTS OF TENSILE TESTS

. Mean Mean
Regimes S Tensile value of | Deforma value
am | strength - ; of
o/v ple oo tensile _tlonoat defor
(rev/mm) (MPa) SEK?IE%t)h Gmax (%0) mation
(MPa)
Base 1 314.12 15.30
Material 2 312.18 31315 13.22 14.26
1 209.79 3.06
3.50 2 218.82 211.22 3.44 3.22
3 204.99 3.16
1 277.41 8.15
2.33 2 257.39 264.73 6.38 7.57
3 259.19 8.19
1 278.98 8.30
1.75 2 270.18 269.19 7.06 7.54
3 258.43 7.26
1 278.01 7.16
1.40 2 260.52 270.97 7.34 7.49
3 274.39 7.98

Experimental results show that all welds are destroyed in
the welding zone. At the regime of ®/v =3.50 rev/mm and of
/v =1.40 rev/mm the fail section appears at the center of the
weld. At the regime of ®/v = 2.33 rev/mm and of o/v = 1.75
rev/mm, destruction position is outside the weld center and on
the AS. Fig. 8 shows cracks when samples are destroyed at
cross-sections of welds. At the regime of w/v = 2.33 rev/mm
and of /v = 1.75 rev/mm, destruction cracks are formed along
the kissing bonds line; however, the tensile strength in these
two regimes is still very good. This shows that kissing bond
lines do not significantly affect the tensile strength of the weld.
At the regime of o/v = 1.40 rev/mm, destructive cracks have
a 45° oblique profile similar to the crack of the base material,
so in this regime the tensile strength of the weld is best.

Tensile strength and deformation of welds decrease as
welding speed increases. At the regime of o/v = 3.50 rev/mm,
the weld has the lowest tensile strength and deformation. The
reason is that when the welding speed is low, the friction time
between the tool and the welding material is longer and then
the friction heat generated is very high, making the weld
brittle. At the regimes of o/v =2.33, 1.75 and 1.40 rev/mm,
tensile strength and deformation increase significantly. At the
regimes of o/v =1.40 rev/mm, the weld has the highest tensile
strength of 270.97 MPa reach 86.53% compared to the tensile
strength of base material. From experimental results, at the
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regimes of /v =2.33, 1.75 and 1.40 rev/mm, the temperature
produced by friction is consistent with the formation and
change of the microstructure of the weld and hence the tensile
strength of the weld achieves good quality. The influence of
welding parameters on the tensile strength and deformation of
welds is shown in fig. 9.

Base Material

o/v=3.50
rev/mm

/=233
rev/mm

w/iv=175
rev/mm

o/v=140
rev/mm

Fig. 8. Failure track at cross sections of weld in welding regimes.

Base material ¢= 14.26 %

Base material o= 313,15 MPa

Extension (%)

(b)

228
/v (revimm)

(@)
225
oy (rev/imm)

5 150 300 375 (37 150 200 78

Fig. 9. Influence of welding regimes on
(a) Tensile strength of the weld
(b) Deformation of the weld

IV. CONCLUSION

Stirring friction weld for aluminum alloy AA5083 (3mm
thick plates) has been fabricated successfully. The effect of
two parameters of spin speed ® (rev/min) and transverse
speed of weld tool v (mm/min) on the microstructure,
hardness and tensile strength of the weld was investigated.
Through the experiment results, it was found that the welding
parameters are suitable and ensure the weld quality with
negligible defects and high mechanical properties of the weld.

At the regimes of o/v = 2.33 rev/mm and o/v = 1.75
rev/imm, although the structure of weld still exists with kissing
bonds, it does not significantly affect weld quality. At the
regime of w/v =1.40 rev/mm, the weld completely remove
defects. The weld has the lowest hardness at the center of the
weld (SZ). Tensile strength and deformation are directly
proportional to the transverse speed of weld tool. Welds have
good tensile strength and deformation in welding regimes of
2.33,1.75 and 1.40 rev/mm. The highest tensile strength of the
weld reaches 86.53% compared to the base material.
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Abstract— A time series is a sequence of data points where
each point represents a value at a given point in time. The
problem of discovering discord in time series has received a lot
of attention lately. Time series discord is a subsequence of a long
time series which is the most different from all the rest of the
time series subsequences. In this work, we propose an
improvement of Disk Aware Discord Discovery (DADD)
algorithm for time series discord discovery. The improvement is
based on symbolic aggregate approximation method associated
with a hash bucket structure to speed up the selection for
discord candidates. The experimental results showed that our
improved algorithm outperforms the original method, Disk
Aware Discord Discovery, in terms of runtime while the
accuracy is the same.

Keywords— Time Series, Time Series Discord, Symbolic
Aggregate Approximation, Discord Discovery

l. INTRODUCTION

A time series is a series of real numbers which represent
data points indexed in time order. Most commonly, a time
series is a sequence taken at successive equally spaced points
in time. Time series data are used in a lot of application areas.
Time series discord discovery is one of problems which are
interested in research in recent years.

Time series discord is defined as a subsequence which is
maximally different to all the rest of subsequences of a longer
time series. Time series discord discovering has been used for
fault diagnostics, intrusion detection, data cleansing and so on.

Many algorithms for discovering time series discord has
been proposed since a formal definition of time series discord
introduced in 2005 by Keogh et al. [1]. Most of them usually
assume that the data reside in main memory and resort to
multiple scans of the databases to discover a discord. For
many real-world problems this is not be the case. So, Yankov
et al., proposed a new algorithm in which time series discord
can be discovered with only two linear scans of the disk and a
tiny buffer of main memory. Their proposed algorithm is exact
and it is very simple to implement [2].

In our work, we introduce an algorithm which is an
improvement of Disk Aware Discord Discovery algorithm
proposed by Yankov et al. The improvement is made in the
discord candidate selection phase and based on two things: (1)
using well-defined and well-documented dimensionality
reduction power of PAA and the reduction is automatically
carried over to the SAX representation and (2) using a hash
basket structure to select discord candidates which is based on
comparing symbol sequences. So, we can speed up the
selection for discord candidates.

978-1-7281-9982-5/20/$31.00 ©2020 IEEE

We experimented the proposed algorithm on time series
datasets of various areas. The experimental results show that
our improved algorithm outperforms the original method,
Disk Aware Discord Discovery, in terms of runtime while the
accuracy is the same.

The rest of the paper is organized as follows. In Section 2
we review related work and basic concepts. Section 3
describes our approach for discovering time series discord.
Section 4 presents our experimental evaluation on different
datasets. In section 5 we include some conclusions and
suggestions for future work.

Il.  RELATED WORKS AND BAsIC CONCEPTS

A. Related Works

Many algorithms have been introduced to solve the time
series discord discovery problem since it was formalized in
2005 [1]. In [1] Keogh et al. proposed a fast heuristic
technique (called Hot SAX) for pruning quickly the data space
and focusing only on the potential discords. Fu et al. proposed
a new algorithm based on Haar Wavelet transform to
determine dynamically the word size for the compression of
subsequences [3]. In [4] Bu et al. proposed a new method
called WAT (Wavelet and augmented TRIE) which is based
on Haar Wavelet transform and augmented TRIE to mine the
top-k discords from time series data. Chuah et al. proposed a
new anomaly detection method for discovering discord in
ECG dataset [5]. It is based on time series analysis in order to
determine whether a stream of real-time sensor data contains
any abnormal heartbeats. If anomaly exists, that time series
segment will be transmitted via the network to a physician so
that experts can further diagnose the problem and take
appropriate actions.

In [6] Lin et al. introduced a new approach for the anomaly
detection problem. First, this method uses subseries join to
obtain the similarity relationships among subseries of the time
series data. Then it converts the anomaly problem to graph-
theoretic problem which can be solve by existing graph-
theoretic algorithm. A new method for time series discord
discovery, called HOTiISAX, proposed by Buu et al. [7]. This
algorithm incorporates iSAX (indexable Symbolic Aggregate
approXimation) representation in Hot SAX instead of SAX
representation. In [8] Khanh et al. proposed a new method for
discord discovery in time series, called WATISAX. This
algorithm employs iSAX representation in WAT algorithm to
detect discord in time series.

A new method proposed by Luo et al. which exploits a
recurrence structure of time series and uses a reference
function that makes the search algorithm more efficient and
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robust [9]. Jones et al. introduced a new algorithm for
discovering anomalies in real valued multidimensional time
series [10]. First this method uses an exemplar-based model
for detecting anomalies in single dimensional time series, then
uses a function that predicts one dimension from a related one.
A new algorithm which uses grammar induction to aid
anomaly detection without any prior knowledge proposed by
Pavel Senin et al. [11]. First, this algorithm discretizes
continuous time series values into symbolic form, then it
infers a context free grammar. Finally, the algorithm uses its
hierarchical structure to effectively and efficiently discover
anomalies. In [12] Nguyen T. S. proposed a new algorithm
for discovering time series discord based on R*-tree. This
method needs a single scan over the entire time series database
and a few times to read the original disk data in order to
validate the results. A method for discovering discord in
streaming time series data proposed by Chau et al. [13]. This
method uses clustering algorithm instead of augmented trie in
Hot SAX method.

To discover discords in massive datasets, in [2] Yankov et
al. proposed a new method, called Disk aware discord
discovery. This method includes two phases: (1) a candidate
selection phase and (2) a discord refinement phase. In phase
1, the algorithm performs a linear scan through the database
T. Each TieT is validated to see if it is likely to be a discord or
it is omitted. Phase 2 accepts as an input a candidate set C
T, which is a result from phase 1. It will prune the set C to
retain only the true discord.

B. Basic Concepts
In this subsection we give the definitions of the terms
formally.

Definition 1. Euclidean distance: Given two time series Q =
{01, ..., On} and C = {c, ..., Cn}, the Euclidean distance
between Q and C is defined as:

DQ.O)= Y (6 -6’

The Euclidean distance metric is the simplest method to
measure the similarity of time series and has been widely used
for pattern matching [14]

e

Definition 2. Time series: A time series is a real value
sequence of length n over time, i.e. if T is a time series then T
= (ta, ..., tn) where t; is a real number.

Definition 3. Subsequence: Given a time series T = (11, ..., tn),
a subsequence of length m < n of T is a sequence S = (ti,...,
ti+m-1) With 1 <i<n—-m+1.

Since all subsequences may potentially be discords, we
have to compare any subsequence to all remaining
subsequences. However, the best matches of a subsequence
tend to be located some points to the left or to the right of the
subsequence in question. Such matches are called trivial
matches and they have to be excluded from the result of
discovering discords.

Definition 4. Non-trivial match: Given a time series T,
containing a subsequence C, of length m beginning at position
p and a matching subsequence Cq beginning at g, we say that
Cq is a non-trivial match to C, if |p — g/ > m.

Definition 5. Time series discord: Given a time series T, the
subsequence C of length n is the most significant discord in T
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if the distance to its nearest non-trivial match Q is largest. It
means that for an arbitrary subsequence M e T, min(D(C, Q))
> min(D(M, P)), where Q, P are subsequences in T and Q, P
are non-trivial matches of C and M, correspondingly.

Definition 6. K™ Time series discord: Given a time series T,
the subsequence C of length n beginning at position p is the
K significant discord in T if C has the K largest distance to
it nearest non-trivial match and there is no overlap region
between C and the i discord beginning at position g, for all
I<i<K.Thismeans|p—-q|>n.

I11.  OUR APPROACH

All subsequences extracted from a time series T can form
a subsequence database in which each subsequence can be
regarded as a time series. So, the discussion is limited to the
case where the time series database T contains |T| separate
time series of length n. If instead the database contains
subsequences from a long time series the basic algorithm is
unchanged but the trivial matches must be rejected.

The basic intuition behind our proposed algorithm is as
follows: in the candidate selection phase we first transform
each normalized time series into the Piecewise Aggregate
Approximation (PAA) representation and then symbolize the
PAA representations into the discrete strings using Symbolic
Aggregate approXimation (SAX) method. After that the SAX
sequences are divided into baskets in which the same
sequences are placed in the same basket. Finally, selected
candidates are sequences in baskets with the least number of
items. In phase 2, the true discord will be retrieved based on
the candidate set by finding on this small candidate set in
original space.

Note that, each time series need to normalize to have mean
of zero and a standard deviation of one before transforming it
to PAA representation because it is understood that it is
meaningless to compare time series with different offsets and
amplitudes [14].

A. The zero mean normalization

Given atime series T ={ty, to, ..., ta}. T can be transformed
to a normalized sequence T° = {¢t’1, t ", ..., t'n} t0 have mean
of zero and a standard deviation of one by following formular:

t std(T) ©)

where, mean(T) is the mean value and std(T) is the standard
deviation of time series T.

r_ (tj—mean(T))

B. The PAA representation

Given a time series T of length n, T = (&, to, ..., tn). To
transform this time series into the w dimensional space (w <<
n) using PAA method we can do as follows: first, the time
series T is divided into w equal sized segments, then the mean
value of the data within each segment is calculated. The vector
of these values is an approximation representation of time
series T. It means that a time series T of length n can be
represented approximately in a w dimensional space by a
vector V =vy, vy, ..., Vi, Where vj is calculated by the following
formular [15]:

W= 3, ©

=" (i-1)+1
w
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C. The SAX discreting method

Given the normalized time series which have highly
normal distribution. The breakpoints that will produce equal-
sized areas under Gaussian curve can be simply determined by
looking them up in a statistical table. For example, in table 1
we show the breakpoints that divide a normal distribution of
equal-sized regions from 3 to 8.

The breakpoints here are sorted list of numbers g =, ...,
Ba-1 such that the area under a Gaussian curve from B; to Bi+1 =
1/a, where a is the number of equal-sized areas under Gaussian
curve (Bo = -o0 and Ba = )

TABLE I. A LOOKUP TABLE FOR DETERMINING BREAKPOINTS WITH A
FROM 3 TO 8.

BN\ a 3 4 5 6 7 8
B -0.43 -0.67 -0.84 -0.97  -1.07 -1.15
5 0.43 0 -0.25 -0.43  -057 -0.67
s 0.67 0.25 0 -0.18 -0.32
Ba 0.84 0.43 0.18 0
Bs 0.97 0.57 0.32
B 1.07 0.67
B 1.15

Once the breakpoints have been determined, a PAA
representation of time series can be discretized as follows: all
PAA coefficients that are below the smallest breakpoint are
mapped to the symbol ‘a’, all coefficients greater than or equal
to the smallest breakpoint and less than the second smallest
breakpoint are mapped to the symbol “b”, and so on. Figure 1
illustrates an example of a PAA representation of time series
is mapped into SAX symbols with a = 3 (using three symbols
‘a’, ‘b’ and ‘c’). In this example, the PAA representation is
mapped into SAX sequence ‘baabcebe’.

0.43L

e s ©
N e

40 60 80 100 120

0 20

Fig. 1. An example of a PAA representation of time series is mapped into
SAX symbols.

Note that, assuming normal distribution is really true for a
large group of the time series except a small subset of time
series does not follow. So, the efficiency can be slightly
deteriorated if time series is not obeyed normal distribution.
However, the correctness of the algorithm is not affected. The
correctness of the algorithm is ensured by the lower-bounding
property of the distance measure in the SAX space [15].

D. The discord discovering method

So far we have presented some related fundamental
knowledge which is the focus of our work. Here we are going
to propose an efficient algorithm for discovering the top
discord in a time series database.

The discord discovering algorithm includes two phases:
(1) a candidate selection phase and (2) a refinement phase.

In phase 1, the algorithm will find all discord candidates
based on comparing SAX sequences. To do this the algorithm
need to performs a scan through the database. For each time
series which are normalized to have mean of zero and a
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standard deviation of one, they are transformed to SAX
sequences based on PAA dimensional reduction method.
Then these SAX sequences are hashed into baskets such that
each basket only contains the same sequences. Finally, the
selected discord candidates are sequences in the baskets with
the least number of items.

Figure 2 illustrates the algorithm for phase 1. In figure 2,
S is a list of SAX representations (line 1) and L is a list of
baskets (line 2). The algorithm check if a SAX sequence is the
same as one of the items in L. If the comparision is true, the
sequence is going to add to the corresponding basket and the
algorithm will exit the loop (lines from 7 to 12). In case the
sequence is not the same as any item in L, the algorithm is
going to put it in a new basket (line 13). At the end of
algorithm, the basket with the least number of items are
selected as discord candidates (lines from 15 to 17).

Algorithm Selecting discord candadates.

Input:  T: normalized time series database
w: dimensional number in feature space
a: number of symbols using in SAX representation
Output: C: list of discord candidates
1: S[1] = SAX_representation(T1, w, a)
2:L[1] = {S[1]}
3:C=null
4:Fori=2to|T|do{
5. §[i] = SAX _representation(Ti, w, a)
6: found = false
7:  While (VL[j] € L or found = = true) do {
8 If (S[i] = = L[j][1]) then {

9: L1 =L[Iui

10: found = true

11: }

12:

13: If (! found) then Add i to a new basket in L
14:}

15: For Vi e L do
16 if (L[i] has the least number of items) then
17: C=CulL[i

Fig. 2. The algorithm for discovering discord candidates based on SAX
representation.

The refinement phase in our work is similar to phase 2
proposed in [2]. In this phase, the algorithm receives the
discord candidate set C, the result in phase 1, as an input and
then prunes the set C in order to remove false discords. Figure
3 illustrates the algorithm for this phase which is the same as
the discord refinement algorithm proposed in [2]. In this
algorithm, C is a list of the discord candidates discovered in
phase 1 but it is unknown which items in C are the true
discords and what their actual discord distances are. The
algorithm needs a scan through the time series database. For
each sequence in the database, it is compared to the discord
candidates. The actual distance between a candidate and a
sequence in the database is calculated by using Euclidean
distance associated with the idea of early abandoning for
optimization (line 5). The idea of early abandoning is
performed as follows: when the Euclidean distance is
calculated for a pair of time series, if the cumulative sum is
greater than the current best-so-far distance at a certain point
we can abandon the calculation because this pair of time series
is not a best match [16]. Figure 4 shows the intuition behind
this technique. In this example the current best-so-far distance
is supposed of 11. At the point the squared Euclidean distance
of 121 we can stop this calculation.
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Algorithm Discovering true discord.

Input: T: normalized time series database
C: set of discord candidates
r: discord range threshold
Output: C: list of the true discord
dist: list of nearest neighbor distance to the discords
1: For i =1to |C]| do distj = oo
2:ForVTieT do{

3: ForvCjeC do{

4: If (Ti = = Cj) then continue

5: d = D_Early_abandon(Ti, Cj, dist;)
6: If (d<r)then{

7 C=C\(j

8: dist = dist \ dist;
9:

9: else {

10: distj = min( dist;, d)

11: }

12: }

13:}

Fig. 3. The algorithm for the refinement phase [2].

There are three cases after the true distance between a
sequence T; in the time series database and a discord candidate
Cjin C has been calculated [2]:

¢ In the case that the true distance between T; and C;j is
greater than the curent value of dist; we do nothing
because Ti is not a nearest neighbor of C;.

o If the true distance between T; and C;j is less than r, C;
can be removed from the candidate set C because it can
not be a true discord (line 6 and line 7).

o If the true distance between T; and C;j is greater than or
equal to r (but still less than the curent value of dist;),
the current distance to the nearest neighbor, distj, is
updated (line 10).

The cumulative sum
/ exceeded r2 =121

[

Time

Fig. 4. An illustration of the idea of early abandoning technique.

IV. EXPERIMENTAL RESULTS

For the experiments, we implemented all the algorithms
with Visual Microsoft C# and all the experiments are
conducted on a Core i5, 2.4 GHz, 4.0 GB RAM. We tested on
three different publicly available datasets: EEG, Consumer
and discord anomaly which are published in the internet for
free public download. We compare our proposed approach to
the original method, Disk Aware Discord Discovery (DADD),
in term of run time and accuracy. We conducted the
experiments on the datasets with cardinalities ranging from
4000 to 24000 and the different lengths of discord from 64 to
1024. With SAX representation, we set the number of
breakpoints to 3. For our proposed method, we use the
compression ratio of 1:1 to be fair with the Disk Aware
Discord Discovery mothod.

The accuracy of the proposed discord discovery algorithm
is basically based on human analysis of the discords
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discovered by that algorithm ([1], [4], [5], [17]). That means
if the discords identified by a proposed algorithm on most of
the test dataset are almost the same as those identified by the
baseline discord discovery algorithm (here the brute-force
algorithm is chosen as the baseline algorithm), we can say that
the proposed discord discovery algorithm and DADD method
bring out the same accuracy as the baseline algorithm.

For brevity, we only report some typical experimental
results. Figure 5 shows the running time from the experiments
of two methods on the EEG dataset of size 4000 with different
discord lengths. Figure 6 displays the running time from the
experiments of two methods on the EEG dataset with different
sizes. The fixed discord length is 512. Figure 7 lists the
running time from the experiments of two methods on the
three different datasets with the fixed size of 10000. The fixed
discord length is 512.

As we can see in these figures, the running time of our
proposed method is less than that of DADD method. They also
show that the different in runtime is negligible in the case of
short discord length or small database size. But it will be much
different when the discord length or database size increases.
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Fig. 5. The running time of two methods on the EEG dataset with different
discord lengths.
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Fig. 6. The running time of two methods on the EEG dataset with different
size and fixed discord length of 512.
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Fig. 7. The running time of two methods on three datasets with fixed size
of 10000 and fixed discord length of 512.

Figure 8 shows the plots of EEG dataset (above figure) and
discord of length 512 discovered from the experiments of



2020 5™ International Conference on Green Technology and Sustainable Development (GTSD)

three methods on EEG dataset of size 10000. As you can see
in figure 8, the discords discovered by three methods are
exactly the same. Experiment on the remain datasets also
shows similar results.

Ewmmwwmmm
s | i

Fig. 8. The experimental result on EEG dataset (above figure) with discord
length 512. The discords discovered by brute-force algorithm (below and left
figure) and by DADD method (below and center figure) and by proposed
method (below and right figure)

V. CONCLUSION

We introduce a new algorithm to discover discord in a long
time series which is an improvement of Disk Aware Discord
Discovery algorithm proposed by Yankov et al. This
algorithm uses SAX representation associated with a hash
basket structure to speed up the selection for discord
candidates and the Euclidean distance combined with the idea
of early abandoning to speed up the search for matching
neighbors of a subsequence. The experiments on the different
datasets demonstrate that our proposed method outperforms
the original method in terms of runtime while the accuracy is
the same.
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Abstract—This paper proposes a robust Fuzzy Pl to detect
the changing of load and provide an appropriate control signal
to stabilize the motor speed. First, the mathematical model of
Permanent magnet synchronous motor (PMSM) and the
structure of the Mamdani fuzzy controller were proved.
Secondly, this controller will be combined with PI controller to
adjust Kp, Ki when the load changing. Finally, the speed
response and overshoot will be discussed and compared with the
P1 method.

Keywords— PMSM, Simulation, Fuzzy PI, Adaptive Control

l. INTRODUCTION

Permanent magnet synchronous motor (PMSM) has high
efficiency, so it was widely used in industries. The motor
speed controller plays a very important role. The PID
controller was often used to control the speed of PMSM.
However, the PID controller does not adapt when the motor
load changes. The controller’s quality determines the accuracy
of the motor, thereby determining the quality of the whole
system. With the K, and K; determined in advance it will
increase the overshoot or response time when the motor load
changes. If this problem is not studied, the results of a new
control method will not be verified and cannot improve the
efficiency of speed control for PMSM. The load of the motor
varies, even the motor is running. The articles [1-6] also
introduced a different design for the fuzzy controller. Chou [7]
presented an adaptive controller based on neural networks and
fuzzy processing. Although these articles’ methods also
achieved certain results when changing loads, but have not
been tested in the case of load changes when the motor is
operating. There are many types of research on intelligent
controllers to control the speed of PMSM [8-9]. Moreover,
quite complex neuron algorithms are not suitable for
implementation on the chip.

This article proposed a method called Fuzzy PI. This
method uses Mamdani fuzzy in combination with PI controller
to detect the load change and give appropriate control signal
to help stabilize speed. With this method, engineers will
design the PMSM motor controller more effectively. It can be
done on the microprocessor, increasing the applicability of
actual controllers.

The rest of the paper is presented as follows: Section 2
introduces the mathematical model of PMSM and vector
control method. Section 3 describes the Fuzzy PI control
method. Next, section 4 presents simulated results on
Simulink. Finally, some comments and assessments of the
achieved results will be presented in section 5.
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Il.  VECTOR CONTROL

A. The PMSM Mathematical Model

The PMSM mathematical model on the rotating reference
d-q frame is used for analysis.

%—iv _B' +hpa)| (D)
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In which: Lg, Lg are the inductance on g and d axis; R is
the resistance of the stator windings; iq, is are the current on

g and d axis; Vg, Vq are the voltage on g and d axis; A is the
permanent magnet flux linkage; p is a number of pole pairs;

@, is the rotational speed of the rotor.

B. The Vector Control

The current loop control of the PMSM drive in Fig.1 is
based on a vector control approach. Three phases current
were being feedbacked and through vector control structure,

enabling controlling current id ~ 0, helped to control three-
phase motor similar to a DC motor. The torque of the motor
is controlled via current on the q axis (ig).

I11. DESIGN OF Fuzzy PI

A. Block Diagram of Fuzzy PI controller

The Fuzzy PI controller’s block diagram is shown in the
speed loop block of Fig. 1. With e is the error between the
motor's current speed and the desired speed.

e=w, —o, 3)

r

The speed respond of the motor is a curve that closely
resembles the function:

or(t) =, (1— e™ ) 4)

The equation (4) is used to compare the motor speed to
give er error as the input of two Mamdani Fuzzy processors.
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eF =0 — 4 (5)

Fuzzy 1 helps the motor starting and quickly achieving the
desired speed with different loads by accumulating errors into
the Ky and K coefficients of the Pl controller, through two
IntegratorA and IntergratorB. After the speed reaches about
90% of the desired speed (1-e™ >0.9), the SW; and SW,
will switch to the FuzzyB. During the motor operating, this
unit detects the load change and helps the motor quickly
stabilize with the new load by changing the K, Ki coefficients
of the PI to be more appropriate.

B. Design of FuzzyA

There is one input (er) and one output (vali). The val; will
be multiplied by the factors Kpa and Kia and then accumulated
to the K, and K; coefficients based on the integrators.

The fuzzyA in this article uses Mandani fuzzifier,
membership function (Fig 2), product inference rule and
central average defuzzifier method. In Fig. 1, the tracking
error e and the output val; are defined by:

er = {N2, N1, ZE, P1, P2}
val; = {DE2, DE1, ZE, IN1, IN2}
The fuzzy inference of fuzzyA:

IF e = P2 THEN val; = IN2

IF er = P1 THEN val; = IN1

IF e = N2 THEN val; = DE2

IF e = N1 THEN val; = DE1

IF e = ZE THEN val, = ZE
The output of fuzzyA:

val, =10z, (¢ ) — iy (€ )+ 4y (¢ ) +10225, (2 ) (6)

C. Design of FuzzyB

Similar to the fuzzyA, the FuzzyB (Fig. 3) has one input
(er) and one output (val,). The val, will be multiplied by the
factors Ky and Kig and then accumulated to the K, and Ki;
coefficients based on the integrators.

DC
I T T T T T T T T T T T A rrent Innn 1 Power
Speed loop I Current Current loop |
—>€‘-:—>FuzzyA < pr | a v, refl TR
) > L PWM2
N oK s, ! d.q o, B Vref 2 Tpwms
: 2 I i"=0 \Yj VB V SVPWM I 1pwma ) Inverter
= d 7 d o, R PWM5
— Lo > Pl > i »/a.b,c| Tref3 Tpwme )
1+ ]
FuzzyB [— 1 I
Valg| : i 4 iOL - Ia :
SW, ?3 : q d,q < : o, [3 Ib :
(&) = <
— I )
b[Rale & l I o S e I P
=] I -
. = I Park Clark : L
a)r—pf\ |
b . o 1
A I sin/cos of ¢ e I
- | Fluxangle Convert] PMSM
0
a)r -1 1 r
1-Z 1 |
e e e e e e e e e e e e - — 1
Fig. 1. The block diagram of the PMSM controller
7]
IF e = P2 THEN val, = IN2 DE2 DE1 ZE IN1 IN2
IF e = P1 THEN val, = IN1
IF e = N2 THEN val, = DE2 [
IF e = N1 THEN val, = DE1 val
- - 1
IF e =ZE THEN val, = ZE * >
-200-150 0 150 ZOQrpm) F ! 10 1 b1 10

Fuzzification

Fig. 2. The structure of the FuzzyA controller

Fuzzy inference and output
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Defuzzification
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IF ex = D3 THEN val, = TN H
A3 he AL brobz b3 IF ei = D2 THEN valz =TV GN - GVIKH TV ™
= IF e¢ = D1 THEN val, = KH =
. IF e = A1 THEN val, = KH
s IF ec = A2 THEN val, = GV Val,
20 10 -4 |0 10 20(rpm)| | IF er = A3 THEN val, =GN 0 2 6 20

Fuzzification

Fig. 3. The structure of the FuzzyB controller

Fuzzy inference and output

Defuzzification

Command 0.001
JUL Control signal »| Command PWM1 »{int  Connt T Const a -
Speed command Feedback Control signal »|Vg otor speed (rpm)
’ AT e <Robor speed wm (rad/
FUZZY PI s PWM2 2 Conn2 obor wm (rad/s)>
_I‘ Tm <Rofor angle theam (rad)>
Pl q DC Voltage Source
= PWM3 »{in3  Conn3 pu A <Stabr current &_d (A)>
0 Command m —
vd <Stator current 5_q (A)>
Control signal | 8 |§| Stator cumrent dq

I6-Const e PWM4 In4  Conn4 c <Stabr currbnte_z (A)>

= Permanent Magnet <Stabr ajments_b (A)>

PI_d EWAR In5  Conn5 Synchronous Machine o te_c (AP

— 22 thets
PWME In8 ConnB
Delay2
SVPWM INVERTER
la
Ig
Ib

'« =

Fig. 4. The Simulink model of the PMSM speed controller

The tracking error er and the output of fuzzyB are defined
by
er = {A3, A2, A1, D1, D2, D3}
val, = {GN, GV, KH, TV, TN}

The fuzzy inference of fuzzyB:

IFer=D3THEN val,=TN

IFer=D2 THEN val, =TV

IF ee=D1 THEN val, = KH

IF er = A1 THEN val, = KH

IF er = A2 THEN val, = GV

IF er = A3 THEN val, = GN
The output of fuzzyB:

val, = —1071y; (€ ) = 24405 (€ ) + 6115, (€2 ) + 201155 (8 ) (7)

Thus, the coefficients K, and K; will be accumulated
according to the following formula:

If 1-e™ <0.9 then:
Ky = Ky + Koy [val,dt ®)
K; = Kj + K, [val,dt 9)

If 1—e ™ >0.9 then:
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K, =Ko + K [val,dt (10)
K; = Kio +Kg [ val,dt (11)

The output of Fuzzy PI controller:
iy = Uy, = K e)+K, [e(t)dt (12)

IV. SIMULATION RESULTS

The block diagram of the PMSM controller shown in Fig.
1 and Fig. 4 was its Simulink diagram. The Fuzzy Pl structure
is shown in Fig. 2-3. The parameters of the PMSM are given
in table 1. In Fig. 4, the SimPowerSystem blockset of the
Matlab/Simulink designed the PMSM and the inverter. The
speed loop block in Fig.1 is designed in the Fuzzy PI block in
Fig.4. The PI_g and P1_d (Fig. 4) are the PI controller in q and
d axes, respectively. The CLARK-PARK block (Fig. 4) is the
Clark, Park, Invert-Clark and Invert-Park transformation. The
SVPWM block (Fig. 4) is the space vector pulse width
modulation. To evaluate the effectiveness of the control
method, the parameters of the motor will be changed as
follows: case 1: the J and F are setup with J=0.000108,
F=0.0013; Case 2: J=0.000108x2, F=0.0013x2; Case 3:
J=0.000108x3, F=0.0013x3; Case 4: J=0.000108x4,
F=0.0013x4.

The simulation results are shown in Fig. 5-10. They are
performed with the Pl and Fuzzy P1 controller. The parameters
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selected for PI controller are K, = 2000 and K; = 1.5. Fuzzy PI
parameters will vary according to the load with the initial
value Kyo = 10 and Kjo = 1. The cumulative coefficients of the
Fuzzy PI controller are Kpa = 1, Kia = 0.00003, Kys = 0.6 and
Kig = 0.000015. Table 2 summarizes the parameters of the
controllers. Fig. 5-8 shown the result of loading in case 1, case
2, case 3, and case 4, respectively. The green line indicates the
desired value, which varies from 0=>400 => 600 => 800 =>
600 => 400. The red line is the speed response of the rotor
(rpm). While the Fuzzy PI controller has not overshoot and the
response time is 0.01s, the PI has overshoot up to 15%, and
the response time is 0.075s when the load in case 3 and case
4.

TABLE I. PARAMETERS OF PMSM
Pole Stator phase Stator Inertia Friction
pairs | resistance () | inductance (kgm? factor
(mH) (Nms)
4 1.3 6.3 0.000108 0.0013
TABLE II. PARAMETERS OF Pl CONTROLLER
Kp Ki; Kpo Kio
2000 15 10 1
Kot Kiy Kpz2 Kiz
1 0.00003 0.6 0.000015

Fig. 9 is simulated when the motor load in case 1 at the
first 0.3s, then increases case 2 from 0.3s to 0.6s, eventually,
decreases to case 1 in the remaining time. When the load
increases suddenly from case 1 to case 2 the motor speed will
drop by about 10 rpm for the PI while Fuzzy Pl is 6 rpm and
there will be no overshoot afterward. Similarly, Fig. 13 has in
case 3 load from 0.3s to 0.6s. When the load increases from
case 1 to case 3, the speed will decrease to 18rpm for Pl and
12rpm for Fuzzy Pl. The PMSM’s speed response when
applying the Fuzzy PI controller does not have overshoot.
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300
200
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0

=100 L L L L
0 0.05 0.1 015 0.2 025 03 035 04 045 0.5
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Speed command '
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Rotor speed
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-100 : ‘ ‘ ‘ ‘
045 02 025 03 035 04 045 05

(b) Time (s)
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Fig. 5. The rotor speed in case 1 of the load. (a) The PI controller and (b)
the Fuzzy PI controller

900
800
700 Rotor speed
600 - 1
500
400
300
200
100
0

-100 : J
0 005 0.4

Speed command

Speed (rpm)

1 1 1 1 1 ] L
015 0.2 025 03 035 04 045 0.5

900
800
700
600
500
400

(@

Speed command

Rotor speed

-

Speed (rpm)

300
200

-

Time (s)

100 3
0

-100! | i 1 L i |
0 0.05 041 025 03 035 04 045 0.5

(b) Time (s)

! 1
015 0.2

Fig. 6. The rotor speed in case 2 of the load. (a) The PI controller and (b)
the Fuzzy PI controller
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Fig. 7. The rotor speed in case 3 of the load. (a) The PI controller and (b)
the Fuzzy Pl controller
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Fig. 8. The rotor speed in case 4 of the load. (a) The Pl controller and (b)

the Fuzzy PI controller
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Fig. 9. The simulation results when PMSM is operated varying from case 1

to case 2. (a) The Pl controller and (b) the Fuzzy PI controller
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Fig. 10. The simulation results when PMSM is operated varying from case 1
to case 3. (a) The Pl controller and (b) the Fuzzy PI controller

V. CONCLUSION

Simulation results have demonstrated the ability to adapt
to the changing load of the proposed method. The motor speed
got a steady-state quickly, and the overshoot decrease. The
fuzzy controller structure is complex, but the operations are
quite simple, so it can be done on microprocessor chips. The
results of the study will help the design of speed controllers
for PMSM engines more flexible.
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Abstract— The crack patterns of ultra-high-performance
fiber-reinforced concrete (UHPFRC) with size effect in tension
and flexure were experimentally investigated. The investigated
UHPFRC was blended 1.0 vol.% long twisted with 1.0 vol.%
short smooth steel fibers. Flexural specimens and tensile
specimens were designed with different scales of sizes as follows:
25x50x125, and 50x100x250 mm (thicknessxwidthxgauge
length) for the tensile specimens, 50x50%150, 100x100x300,
150%150x450 mm (widthxdepthxspan length) for the flexural
specimens. All tested specimens exhibited multiple micro-cracks
during work-hardening responses. There was a clear scale effect
on number of cracks appearing in UHPFRC specimens under
tension and flexure, in addition to scale effect on strength,
deformation, toughness. Besides, the model and the degree of
scale effect on micro-cracks were shown and discussed.

Keywords— Scale effect, Crack pattern, Strain-hardening,
Deflection-hardening, Micro-cracks

l. INTRODUCTION

Ultra-high-performance concrete (UHPC) has been
categorized as one of advanced cementitious materials with
ultra-high strength more than 150 MPa and superior durability
due to its densified microstructure [1,2]. However, UHPC still
reveals its brittle nature, similar to normal concrete [3,4]. The
adding fibers in UHPC will form a mixture called ultra-high-
performance fiber-reinforced concretes (UHPFRC). In both
direct tension and bending, UHPFRC could demonstrate its
high ductility with multiple micro-cracks during work
hardening [5,6], although UHPFRC still revealed the brittle
failure in compression [7].

Clearly, the work hardening mechanism is the most
important property of UHPFRC producing its high tensile
strength, high strain capacity as well as toughness, and, the
observed crack patterns with multiple micro-cracks were the
main proofs. However, the scale effect on micro-cracks of
UHPFRC, in forgoing study works [3,4], was not focused yet.
This was really a gap information on mechanical properties of
UHPFRC. Understanding the cracking behaviors of UHPFRC

978-1-7281-9982-5/20/$31.00 ©2020 IEEE

can help widen practical applications of UHPFRC in structural
members such as long bridges, tall buildings, etc.

The above situation was the motivation for the investigation
presented in this study work. The main objective is to
investigate the scale effect on micro-cracks of UHPFRCs in
tension and flexure.

Il. EXPERIMENT

A. Materials and preparation of specimens

Fig. 1 shows the photos of long twisted and short smooth
steel fibers used in this work. The investigated UHPFRC was
added a blend of 1.0 vol.% long twisted and 1.0 vol.% short
smooth steel fibers. Tables &Il provide the composition of
UHPC and fiber properties, respectively. Flexural specimens
and tensile specimens were designed with different scales of
sizes as follows: 25x50x125 mm and 50x100x250 mm
(thicknessxwidthxgauge length) for the tensile specimens,
50x50x150 mm, 100x100x300 mm, 150x150x450 mm
(widthxdepthxspan length) for the flexural specimens. The
tensile specimens were bell-shaped and reinforced with steel
wire meshes at two ends of specimens to prevent failure
outside the gauge length.

dy=0.3mm, £,=30mm

dr=0.2mm, L,= 13mm

b) Short smooth fiber

a) Long twisted fiber

Fig. 1. Photos of the hybrid fibers used
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TABLE I. COMPOSITION OF UHPC
Cement Silica Silica Silica Superplas Water
(Type I) fume sand powder -ticizer
1.00 0.25 1.10 0.30 0.067 0.20
TABLE II. FIBER PROPERTIES
. . Aspect Tensile
Tbir D'&T;;er L(m%t)h ratio strength
yp (L/D) (MPa)
Long
twisted 0.3 30 100 2428
Short
smooth 0.2 13 65 2788

The mixing detail of UHPFRC mixture could be referred
to previous studies [3,4]. All the specimens were cured in hot
water, 90 + 2 °C for three days and kept more one day in room
temperature water. Next, they were removed out of the water
and dried at room temperature. Later, they were sprayed on
specimens’ surfaces with two or three layers of polyurethane
for crack exposure. The testing age of 14 days was applied for
both tensile and flexural specimens.

B. Experiment setup

All specimens were tested by using a universal test
machine with applied displacement speed of 1 mm/min. The
frequency of data acquisition under compression tests was 1
Hz. Fig. 2 presents the experiment setup for direct tension and
flexure. The linear variable differential transformers (LVDTS)
were attached on tensile and flexural specimens to measure
displacement or deflection, respectively. The flexural
specimens were examined under the four-point bending test
(4PBT). Each series was tested by using at least three
specimens and used average value for evaluating.

a) Direct tensile test
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b) Bending test

Fig. 2. Experiment setup

The direct tensile stress (o) and bending stress ( f ) would
be computed using Eq. (1) and Eq. (2), respectively.

o=P/A nH

f =PS/(bh?) (2)

Where P is the applied load, A is the sectional area of the
tensile specimen; s is span length, b and h are the width and
depth of the flexural specimen.

I1l. TEST RESULT AND DISCUSSION

A. Tensile and flexural behaviors of UHPFRCs

Fig. 3 shows the tensile stress versus strain response
curves while Fig. 4 displays the bending stress versus
normalized deflection response curves of the UHPFRC. As
shown in Fig. 3, both tensile series revealed the strain-
hardening behaviors although the big tensile specimen
exhibited the low strain capacity. Similarly, three flexural
series in Fig. 4 exhibited deflection-hardening behaviors
regardless of specimen size.

12 . . T T
Small tensile
?10 specimen
Z,
W
7]
5]
s 6
W
-
i 4 Bi tgnsile
[=] specimen
w
= 2 —O=25x50x125 |
==50x100x250
0 . . ‘ .
0 0.3 06 09 1.2 1.5

Tensile strain (%)

Fig. 3. Tensile behaviors of the UHPFRC
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Fig. 4. Flexural behaviors of the UHPFRC

TABLE III. TENSILE PARAMETERS
Post- Tensile Tensile
cracking Strain Toughness
Series Tensile Capacity (MPa.%)
Strength (%)
(MPa)
Small 9.77 0.564 4.68
Big 8.92 0.174 152
TABLE IV. FLEXURAL PARAMETERS
Bending Normalized Bending
Series Strength Deflection Toughness
(MPa) Capacity (MPa.%)
(%)
Small 38.91 0.595 18.00
Medium 29.10 0.424 9.69
Big 26.99 0.414 8.89

The scale effects on tensile parameters of the UHPFRC
(including post-cracking tensile strength, tensile strain
capacity, tensile toughness) and flexural parameters of the
UHPFRC (including bending strength, normalized deflection
capacity, bending toughness) were explored and presented in
Tables Il & IV, respectively. Here, the toughness was defined
as the area under the stress versus strain (or normalized
deflection) curve up to the peak. Under tension, there was a
little scale effect on tensile strength (strength ratio of the small
to the big ~ 1.1) whereas a significant scale effect on tensile
strain capacity was found (strain capacity ratio of the small to
the big ~ 3.24). Under flexure, there were important scale
effects on bending strength and normalized deflection
capacity (parameter ratio of the small to the big ~ 1.44). The
most significant scale effect was found for toughness
parameter, in both tension and flexure, because the scale effect
on toughness was totally resulted from scale effect on strength
and scale effect on deformation.

B. Crack patterns in tension and flexure of UHPFRC

Figs. 5 & 6 show the crack patterns of the UHPFRC under
tension and flexure, respectively. The law of crack pattern was
as follows: crack spacing increased (or crack number within a
unit length decreased) when the specimen size increased
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regardless of loading type, i.e., the scale effect on crack
spacing was observed. In addition, the crack spacing in tension
seemed larger than that in flexure. It was noticed that the lower
crack spacing revealed the better cracking resistance of the
materials. Table V provides the counted number of crack of
all tested specimens and their corresponding crack spacings.
Fig. 7 displays the comparative crack number within 100 mm
under tension and flexure of UHPFRC. The scale effect on
crack number was significant under tension (crack number
ratio of the small to the big ~ 2.07) but less significant under
flexure (crack number ratio of the small to the big ~ 1.24).

b) Big tensile specimen, crack spacing=13.30 mm

Fig. 5. Crack patterns under direct tension of UHPFRC

c) Big flexural specimen, crack spacing=4.69 mm

Fig. 6. Crack patterns under flexure of UHPFRC
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TABLE V. CRACK NUMBER COUNTED WITHIN 100 MM UNDER
TENSION AND FLEXURE
Crack
Numbe | numbe | Averag
Notation Spe r r e crack | Standard
of series Pe. of within | numbe | deviation
cracks 100 r
mm
SP1 19 15.20
Tension-small SP2 21 16.80
(25x50x125) SP3 23 18.40
Gage length= SP4 16 12.80 15.6 1.94
125 SP5 | 20 16.00
SP6 18 14.40
. i SP1 17 6.80
;;”ib%”'gé% sp2 | 18 7.20
(50x100x250) g5 51840 | 752 0.59
Gage length=
250 SP4 19 7.60
SP5 19 7.60
Flexure-small SP1 12 24.00
(50x50x%150) SP2 14 28.00
Gagelength= [ spa | 14 | 2800 | 2067 | 23
50
Flexure-medium | SP1 22 22.00
(100x100x%300) SP2 21 21.00
Gage length=_ | spa | 23 | 2300 | 220 | 100
100
Flexure-big SP1 32 21.33
(150x150x%450) SP2 35 23.33
Gage length= SP3 30 5000 | 2156 1.68
150
35
g
g 26,67
= 28L
O H 1
— H L]
= 200 5 55
=21 L
=2
= 15.60
T
214 \
£ \
z \7_52
5 7L
s
Ty
o

Small Big
Under tension

Small Med. Big
Under flexure

Fig. 7. Crack number within 100 mm under tension & flexure of UHPFRC

C. Model describing crack patterns of UHPFRC under
tension & flexure

Fig. 8a shows a typical stress-strain response of UHPFRC
under direct tension and flexure, it is noticed that the bending
stress and bending strain would be analyzed at beam bottom.
As shown in Fig. 8a, the total of strain (ewtar) in the gauge
length (Lgauge) Would include the elastic strain (gelasic) and
crack strain (scrack= total of crack widths/ gauge length). Figs.
8b and 8c display the models for micro-crack patterns under
tension and flexure, respectively. In Figs. 8b & 8c, the models
were assumed one crack with its width being sum of all micro-
crack widths. The models for micro-crack patterns of
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UHPFRC revealed that the scale effect on crack patterns was
associated with scale effect on strain (or normalized
deflection) rather than scale effect on stress.

Stress
. B
Hardening branch

Micro-cracks generating a Serack = (Za?rack /Lgauge)
x| .
=1 Slotal = &elastic + Ecrack
jo2} ‘—|
= e
. < =]
Linear branch f‘é 3,
No Crack G &
5 |
= |
uw |
»
l | Botal " ar
11 | i
&elastic | | &crack | Strain
Linear-elastic ! | Work: | Crack
zone " " hardening " Localization
=< 5=
=] =
=< =3
= =
No Muttiple Crack
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a) Typical stress — strain response of a work-hardening UHPFRC
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&, &,

| Terack | elastic

Erotal

b) Under direct tension

elastic

&,

Eerack _“ Eetastic |
i
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¢) Under flexure

Fig. 8. Models for micro-crack patterns of UHPFRC

D. Weibull modulus for crack spacing of UHPFRC

To explain the size effect on the strength of material, two
major approaches have been developed: the statistical and
deterministic approaches. While Weibull’s theory is a
representation in statistical approach: a larger specimen has a
weaker strength because it has more elements in specimens
resulting higher chance of failure. A Weibull weakest-link
model is illustrated as a chain in tension and as a system of a
brick-chain combination in flexure [8], as shown in Fig. 9. The
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chain or the system of brick-chain will break as the weakest
element is failed, and, the more elements in the system, the
higher probability containing the defect element.

Weakest element
in compression

Weakest
element

|2 = =

1 & & =7 |
Weakest element

in tension

a) A chainin
tension

b) A system of brick-chain in flexure

Fig. 9. Weibull weakest-link models in tension and flexure

Although the Weibull’s theory was developed for strength,
it could be applied for other mechanical parameters related to
size effect, including parameter of crack number in a unit
specimen length.

Considering the crack number (CN) of two different sizes
of specimens, CN; and CN,, with effective volumes Vg1 and
Vez, respectively, their correlation is given by Eqg. (3)
according to Weibull’s theory. In Eq. (3), Ve is the effective
volume of the specimen according to loading condition, and
m is the Weibull modulus that is considered to be a material
parameter describing the size effect as well as the brittleness
of material.

1
CN, Vg, ("
CN, [Va

As described in Eq. (3), if Ve is greater than Ve, the crack
number CN; of the larger specimen is greater than the crack
number CN; of the smaller specimen. And, material with the
lower value of m is more brittle. The probability of failure,
P, (CN). is proposed using Eq. (4) and then written into Eq.

(5). In these equations, CN is the crack number and cN, is
the scale parameter.

3

CN

P, (CN)=1-exp [—VE [CNO jm}

In {In [(1—!%1(0\1))“ =mIn(CN)+In(V;)-mIn(CN,) )

Q)

“

y,=mx +b

P, (CN) is i/(n+1), n is the number of analyzed specimens

while i is the order of crack  number:
CN, <CN,...<CN,...<CN, - Using the least square method on
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the linearized regression model given by Eg. (6), the value of
the Weibull modulus, m, can be estimated using Eq. (7) with

the data: y.:ln{ln[ 1 and the corresponding
' (

1-i/(n+1))
x=InCN,) . the average value | _ }Z y, and
av n i 1
1
Xav = H i Xi .
Z[( yi - yav )(X Xav )] (7)
m=- 3
Z(Xi — Xy )
2 T
Number of cracks /
within 100 mm
0.8 |- For c:rack oo
Py number in o
E tension,
o Slop m=1.95
y 0.4 opm )
= )
S
‘-E' -1 .6 For crack p—
- number in
a flexure,
2.8 Slop m=7.66
| / ( /
-4
0 1.2 2.4 3.6 4.8 6

Ln(Crack number)

Fig. 10. Using the least-squares method to obtain the Weibull modulus of
crack number
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Fig. 11. Weibull distribution of crack number

Fig. 10 presents the least-squares method to obtain the
Weibull modulus of crack number in tension, m, . , and

crack number in flexure, m,, . - The m,, .. of UHPFRC

was analyzed using 11 tested specimens with two different
scales while the m .~ of UHPFRC was analyzed using 9

tested specimens with three different scales. Fig. 11 shows the
Weibull distribution of crack numbers under tension and
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flexure of UHPFRC. The Weibull modulus were obtained as

follows: m,, .. = 1.95 < m,_ . =7.66. This meant the scale

effect on crack number in tension was more significant than
that in flexure. Compared to Weibull modulus for strength as
follows: m = 8.5 for tensile strength [3] and m = 9.6 for
flexural strength [4], the Weibull modulus for crack number
was rather smaller, i.e., the scale effect on crack number was
more significant than scale effect on strength, in both tension
and flexure of UHPFRC.

IV. CONCLUSIONS

Some conclusions could be derived from this investigation:

- The investigated UHPFRCs produced multiple micro-
cracks during work-hardening in both tension and
flexure. And, the scale effect on crack number was
observed, in addition to scale effect on strength,
deformation (or normalized deflection) and toughness.

- The presented models for micro-crack patterns of
UHPFRC revealed that the scale effect on crack patterns
was associated with scale effect on strain (or normalized
deflection) rather than scale effect on stress.

- The Weibull modulus of UHPFRC for crack number
within a unit gauge length under tension was smaller than
that under flexure, i.e., the clearer scale effect on crack
was observed in tension.
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Abstract— The correlation between indirect tensile strengths
and compressive strengths of the crushed-sand concretes was
experimentally investigated. The crushed-sand concrete called
in this paper was termed as the concrete using crushed-sand to
replace traditional river sand in producing concrete. Six types of
the crushed-sand concretes were examined with different
compositions. The indirect tensile test included three-point
bending test and cylinder splitting test as follows: dimensions of
bending specimen was 100x100x300 mm (widthxdepthxspan-
length) while that of splitting specimen was 100x200 mm
(diameterxlength). The compressive test was used cube
specimen of 150x150x150 mm. The testing results were obtained
then comparatively evaluated.

Keywords— Crushed Sand, Fine Aggregate,
Environmental Impact, Landslide

Fly Ash,

. INTRODUCTION

Concrete together with steel are the most dominant
materials of construction industry. In Vietnam, the traditional
concrete has been used natural river sand as fine aggregate in
its composition. Recently, there has been a great demand in
the consumption of concrete for a lot of construction activities,
this leads to a large amount of sand used. However, the
excessive exploit of the river sand has been caused
environment problem: landslides occurred more commonly
and seriously, especially in Mekong Delta river zone,
Southern Vietnam, as illustrated in Fig. 1 [1,2]. Therefore,
finding a substitute to natural river sand has become urgent
and necessary. Crushed-sand is a artificial material made from
waste production in coarse aggregate manufacturing process.
In the previous study [3], the crushed sand manufactured in
An Giang, a province of Mekong Delta river zone, was
reported to be practicably replaced the natural river sand: it
could satisfy technical requirements for producing concrete
with lower cost. Furthermore, crushed-sand concrete was also
used fly ash, another industrial wastes from coal-fired power
stations, as patial cement replacement material. Consuming fly
ash would contribute to recycling this industrial waste. The
utilization of crushed sand and fly ash is highly expected to

978-1-7281-9982-5/20/$31.00 ©2020 IEEE

bring much benefits in reducing the construction cost and
minimizing negative environmental impact.

The aim of this research is to clear the mechanical
properties of the crushed-sand concretes, and, the research
objective is to correlate the indirect tensile strengths and
compressive strengths of them. A better understanding of the
mechanical properties of the crushed-sand concrete will help
civil engineers to apply this concrete type in structural
members with proper design and high reliability.

Figure 1. Excessive exploit of natural river sand causing landslide problem.
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I1. DIRECT AND INDIRECT TENSILE STRENGTH OF CONCRETE

_>
EP

Indirect tension

Bending

=

Figure 2. Distributions of stress on specimen section using various tensile
tests.

In practice, normal concrete is unusually tested under
direct tensile loading owing to hard measuring data of loading
and specimen elongation, the main cause is from pretty poor
tensile strength of concrete. To overcome this problem,
bending test and splitting test, considered as indirect tensile
tests, have been recommended for testing concrete. The
different distributions of stress on cross-section was displayed
in Fig. 2 for direct and indirect tensile tests. As described in
Fig. 2, both compressive stress and tensile stress were existed
under indirect tension, however, under direct tension, only
tensile stress appeared [4,5]. The presence of the compressive
phase in indirect tension is really the key factor producing the
higher values of failure strengths. In ACI-318 [6], ratio
between tensile strength and square root of compressive
strength of concrete was a constant, given by Eqgs. 1-3. The
direct and indirect tensile strengths were obtained using Eqgs.
4-6. The order of the scale coefficients defined in Egs. 1-3 of

normal concrete are adopted by ACI-318 as follows: K0
=0.33 < K¢, =0.52 < K)oz =0.63.

For crushed-sand concrete, the scale coefficients, K, and

Kwor » Would be experimentally detected.

o, = KO\/fT (1)
fMOR = KMOR fcl (2)
fSPL = KSPL fcl (3)
O-O = Pmax / A (4)
fuor =Moo /S=15P_L_/(bh?) ()
fSPL = 2Pmax / (=DL) (6)

where fC' is the compressive strength using cylinder

specimen of 150x300 mm; o,, f,ox and fy, are the
direct tensile strength, three-point bending strength and
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splitting strength of traditional concrete, respectively. P, . is
the maximum measured load; A is the cross-section area of
the direct tensile specimen. h and b are height and width of
cross-section, respectively, of the bending specimen. L, is
the span length, D and L are the diameter and length of the
splitting specimen, respectively.

A. Materials and specimen preparation

Crushed-sand concrete
[

Compression test = cube 150x150x150 mm
Tensile bending test = prism 100x100x300 mm

Tensile splitting test = cylinder 100x200 mm

!

A\ 4 \4
Fly ash Fly ash Fly ash
0 wt.% of 15 wt.% of 30 wt.% of
the cement the cement the cement

Figure 3. Test flowchart.

The test flowchart was presented in Fig. 3 while the
compositions and compressive strength of the crushed-sand
concretes were provided in Table 1. As shown in Fig. 3 and
Table 1, there were two basic matrixes named M1 and M2. For
each matrix, the fly ash amounts were changed as follows: 0%,
15% and 30 wt.% of the cement, total of cement and fly ash
weight was fixed for each matrix. The particle size fractions
of crushed sand was shown in Table 2. Both crushed sand and
aggregate were produced by An Giang Stone Exloitation &
Processing One Member Company [7]. The compressive
specimens were cube-shaped with dimensions of
150x150x150 mm, the bending specimens were prism-shaped
with dimensions of 100x100x300 mm and splitting specimens
were cylinder-shaped with dimensions of 100x200 mm. All
tested specimens were cured for 24 days in water with
temperature  28-320C average. The specimens were
experimented at 28-day age under dry condition. The used
cement was PCB40 of An Giang ACIFA.

TABLE |. COMPOSITIONS OF THE CONCRETES

Aggregat

Name | Cemen e Crushe Wate | Comp.
Fly ash . d
of t (kG) size sand r strength
series (kG) 1x2 (kG) (kG) | (MPa)
(kG)

320 | 0 1150 | 715 | 215

MLITOO | oy | ) | (359) | @23) |067)| 2"*°
272 | 48 1150 | 715 | 215

MLI-TIS | 685y | 015) | (359) | (2.23) | 067)| 3087
224 | 9 1150 | 715 | 215

MI-T30 | 570) | 0.30) | (359) | (2.23) | 067y | 817
45 | 0 1070 | 651 | 234

M2-TO0 | o0y | (0 | (240) | (146) | (053) | 348
378 | 67 1070 | 651 | 234

M2-TIS | ogs) | (0.15) | (240) | (146) | 053) | *38
312 | 133 | 1070 | 651 | 234

M2-T30 | o70) | (030) | (2.40) | (r46) |(053)| 308

Value in bracket indicating ratio as sum of cement and fly ash equal 1
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2020 5™ International Conference on Green Technology and Sustainable Development (GTSD)

TABLE Il. SIZE DISTRIBUTION OF CRUSHED SAND

Sieve Percent Cumulative
Size Cumulation retained on percent
(mm) retained (g) each sieve retained on
(%) sieve Ai (%)
5.00 0 0
2.50 3838 38.48 38.48
1.25 225.39 22.60 61.08
0.63 223.96 22.45 83.53
0.315 93.58 9.38 92.92
0.14 31.08 3.12 96.03
<0.14 39.58 3.97 100.00

(b)
Figure 4. The fine aggregate investigated: (a) Producing aggregate at An
Giang Stone Exloitation & Processing One Member Company [7], (b) Photo
of fine aggregate used [3].

B. Test setup

Experimental tests were conducted using a universal test
machine with displacement control, the crosshead speed was
set at 1 mm/min during loading. Three specimens for each
series were examined then averaged. The universal test
machine would record the histories of load and displacement
for analysis. The compressive, bending and splitting
specimens subject to uniaxial load, three-point bending load
and splitting load, respectively.
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I11. TESTING RESULTS AND DISCUSSIONS

A. Indirect tensile strengths

Tables 3 and 4 give the bending strengths and the splitting
strengths, respectively, of the tested crushed-sand concretes.
Fig. 5 shows the effects of fly ash amount (wt. %) for replacing
cement on the failure strengths under compression (a),
bending (b) and splitting (c) for both M1 and M2. Regardless
of loading types, the maximum strengths was observed at 15
wt.% fly ash replacing cement, and, the strengths of the M2
were always higher than those of the M1.

TABLE Ill. TENSILE BENDING STRENGTHS OF THE TESTED CRUSHED-SAND

CONCRETES
Tensile bending strength (MPa)
. M1-T00 M1-T15 M1-T30
Series
2.30 3.99 2.42
100x100x300
(M1) 2.59 3.14 2.65
3.74 3.10 1.84
Averaged 288 341 230
value
Standard 0.76 0.50 0.41
deviation
M2-T00 M2-T15 M2-T30
3.64 4.69 4.48
100x100x300
(M2) 471 4.43 4.78
4.49 6.51 3.54
Averaged 428 521 4.27
value
Standard
deviation 0.57 1.14 0.65

TABLE IV. TENSILE SPLITTING STRENGTHS OF THE TESTED CRUSHED-SAND

CONCRETES
Tensile splitting strength (MPa)
Series M1-T00 M1-T15 M1-T30
1.90 1.30 2.50
100x200
(M1) 2.38 3.00 1.90
1.70 2.30 1.50
Averaged value 2.00 223 1.95
Standard 03 0.8 05
deviation
M2-T0O M2-T15 M2-T30
241 3.18 2.02
100x200
(M2) 3.91 4.28 3.88
271 351 1.86
Averaged value 3.01 3.66 2.59
Standard 08 06 11
deviation
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B. Scale coefficients in relationship between compressive
strength and indirect tensile

M1 To apply the Egs. 1-3 then to compare with the traditional
concrete, the compressive strength of the crushed-sand
------------- concrete were firstly translated using conversion factor

/ p=1218] ie, fcl in Egs. 1-3 were derived as follows:
/\ ' 150 150

g fo = Feylinder = Pcube I . Next, the scale coefficients for

the bending strengths and splitting strengths of the crushed-
sand concrete were computed using Egs. 2 & 3, respectively.
) Table 5 shows the values of scale coefficient for bending

strengths (value of K, in the brackets) and splitting

=)
[==]

o
Ch

L5
=
—

<

—_
]

strengths ( Kgp, ) of the tested crushed-sand concrete. As
shown in Table 5, the order of the scale coefficients was same
0 15 30 45 that of traditional concrete, i.e., Ky <K,,og for both M1

Fly ash replacing cement, wt.% and M2 series. Fig. 6 displays the comparisons of the scale
(a) Under uniaxial compression coefficients for the traditional concrete and crushed-sand

3 concrete. The K¢, and K,z of the M1 series were
smaller than those of traditional concrete (traditional concrete
—=—M1 had Kg, =0.52 and K, =0.63), the differences were 10-

5 28 % for the K¢, and 2-7 % for the K, . However, the

[/
|

Compressive strength (MPa)

Kgp and Ky, of the M2 series were generally higher than
those of traditional concrete, the differences were 0-9 % for
the K, and 25-38 % for the K,z -

\ TABLE V. SCALE COEFFICIENTS FOR THE INDIRECT TENSILE STRENGTHS OF
5 3

THE CRUSHED-SAND CONCRETES

[ %]

Scale coefficient, Kgp, (Kyor)

Bending strength (MPa)

Series
0 Owt% fly | 15wt% | 30 wt.% fly
0 1 . 0 ,45 ash fly ash ash
Fly ash replacing cement, wt.%
(b) Under tensile bending M1-TOO | 0.42(0.61) | - -
8
0.40
~ e M1 M1-T15 | - (0.62) -
o, 6 — T2
>3 M1-T30 |- - 0.50 (0.59)
S
an 15 wt.% 30 wt.% fly
e 0 wt.% fly
5 4 ash fly ash ash
)
v
50 / \J
S L M2-T0O | 0.56 (0.79) | - -
=
) M2 M2-T15 | - ?6%7) -
0
0 15 30 45 M2-T30 | - - 0.51 (0.84)

Fly ash replacing cement, wt.%
(c) Under tensile splitting

Figure 5. Comparative failure strengths of the crushed-sand concretes
regarding fly ash content.
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Figure 6. Comparing the scale coefficients between traditional concrete and
crushed-sand concrete.

C. Cracking performance of the crushed-sand concretes

(b) Under tensile splitting

Figure 7. Cracking behaviors of the crushed-sand concretes under indirect
tensile test.
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Fig. 7 presents the photos of typical cracks of the tested
specimens at failure. For bending specimen of the crushed-
sand concretes, there was a single crack occurring at the
middle span. For splitting specimen, there were multiple
cracks occurring along the splitting specimen. In both bending
and splitting test, the brittle failures were observed with
sudden load drop after the peak of the flexural and splitting
response curves. In general, the cracking behaviors of the
crushed-sand concretes under bending and splitting load was
similar to that of traditional concrete.

IV. CONCLUSIONS

Some conclusions drawn from this
summarized as follows:

research are

- Indirect tensile responses, including bending response
and splitting response, of the crushed-sand concretes,
were similar to that of normal concrete. Hence, crushed
sand has been possibly used to replace natural river sand
in making concrete.

- Fly ash with 15 wt.% of the cement produced the highest
indirect tensile strengths for both matrixes M1 and M2.
The indirect tensile strengths of the M2 were always
higher than those of the M1 and agreed with the tendency
of the compressive strength.

- The scale coefficients between indirect tensile strengths
and compressive strength of the crushed-sand concrete
were as follows: the M1 series produced smaller values
and little differences of the scale coefficients in
comparison with traditional concrete, while the M2 series
produced higher values and much differences.

- To draw the more reliable scale coefficients between
indirect tensile strengths and compressive strength of the
crushed-sand concrete, further test programs with
numerous of specimens are needed.
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Abstract— The determination of secondary substations load
profiles may facilitate distribution system operators to better
forecast, plan and operate their distribution networks. The
changing in load and coincidence factors due to the high
penetration of distributed generators and loads such as electric
vehicles, heating ventilation and air conditioning systems,
induction stoves, highlights that standard load profiles are not
adapted to the current evolution of the power system. As a result,
load profiles analysis has become more significant and valuable.
This paper deals with the analysis and clustering of aggregate
load profiles by means of principal component analysis. Starting
from an extensive field measurement-based database of
secondary substations daily load profiles, we used principal
component analysis to extract the main components and to
reduce data dimension. Thanks to the most significant principal
components secondary substations are groups in homogeneous
clusters labelled with a standard load profile. The proposed
methodology was applied to real load profiles gathered from
UNARETI, the distribution system operator of Milano.

Keywords—data mining, distribution networks, load profile,
pattern clustering, principal component analysis.

I.  INTRODUCTION

Load classification, whether for the system planning and
design [1] or the optimized safety operation [2] are extremely
important. The current power systems have a wide variety of
loads which should have a formal and accurate classification
so that similar type of load can be aggregated reducing the
difficulty and complexity of load management. Nowadays, the
load is growing rapidly, but the analysis of power load
characteristics is still at a relatively less studied stage. With the
development of economy and society, there are some new
types of load in the power grid which may have large
differences from the already defined ones. Therefore, it is
necessary to reconsider their type and definition.

One of the main issues to be addressed in load
classification is that models and data required for the analysis

978-1-7281-9982-5/20/$31.00 ©2020 IEEE

are dispersed in multiple management systems. The
underlying data has not been integrated and unified and
analysis cannot be easily performed [3]. Moreover, there are
many types of loads in power systems, and such types of load
exhibit different characteristics. There are also many kinds of
influencing factors for the load characteristics, and the
influences for each kind of load are different.

The above problems have restricted the further
improvement of the load management and application in
power grids led to the difficulties to adapt to the requirements
of refined management and technical progress of power grids.
Even if load classification is the basis of load forecasting, at
present there are many research on power grid load forecasting
but relatively few studies on load classification [4]. Therefore,
the analysis of the load characteristics and their classification,
through appropriate methods, is very important for
understanding the changes and trends in electricity grids.

With the development of smart grids, more and more smart
meters are installed into distribution networks (DNs) [5],
hence, the customers behaviour can be easily and efficiently
collected. In this sense, due to the huge amount of data
nowadays available, clustering techniques are required for an
effective data mining. Moreover, in competitive electricity
market with severe uncertainties, performing valuable load
classification is important for setting up new tariff offers [6].
The load classification seeks to separate enormous load
profiles into several typical clusters [7]. In recent years,
researchers have proposed a variety of clustering methods,
such as K-means [8]-[9], Fuzzy c-means [10]-[12],
hierarchical methods [13]-[14], self-organizing map [15],
support vector machine [16]-[17] and subspace projection
method [18]. Some papers combining several methods
together: in [19], for instance, a method which combines
hierarchical and Fuzzy c-mean was introduced, while [20]
proposes a two-stage clustering algorithm combined with
supervised learning methods to classify electric customers.
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With the development of data mining techniques, some
new clustering methods have emerged for electricity
consumption patterns classification, like in [21], where they
built a prediction model to identify the customers who would
most likely respond to the prospective offering of the
company, or in [22], where the extreme learning machine
method is used to analyse the nontechnical loss to classify the
customers. Typically, in the data mining, decreasing the
dimension of the data and extract the main features of the load
profile is an important aspect. In [23], a statistical analysis of
end-users historical consumption is conducted to better
capture their regularity of consumption, while [24] focusing
on the description of the construction and implementation of
the recognition of customers risk preference model.

In this paper, a method to analysing and clustering
aggregate customer load profiles based on Principal
Components Analysis (PCA) is presented. PCA is a very
powerful tool that allows the reduction of the order of a
system. The technique is based on multivariate statistics
analysis that allows to transform a number of possibly
correlated variables into a smaller set of variables called
Principal Components (PCs). PCA is widely used in many
fields of power systems analysis, such as for
electromechanical oscillation identification [25] and dynamic
thermal rating of transmission lines [26]. Considering a field
measurement-based database of Secondary Substations (SSs)
daily load profiles, PCA is used to group SSs in homogeneous
clusters labelled with a standard load profile. The remaining
of this paper is organized as follows: section Il explains the
theory behind PCA. In section IIl, the method for load
classification is presented. Section IV shows the results of
applying the proposed methodology on real load profiles
gathered from the management systems of UNARETI, the
DSO of Milano. Conclusions are given in section V.

1. PRINCIPAL COMPONENT ANALYSIS

PCA is a technique exploited in the multivariate statistics
that allows to transform a number of possibly correlated
variables into a smaller set of variables called Principal
Components (PCs) which provide most of the information of
the original data [27]. PCA uses a vector space transformation
to reduce the dimension of large data sets. Thanks to an
orthogonal projection, the original data set can be interpreted
in just a few variables, called PCs, so that the component-
dependent original variables are converted into new
uncorrelated variables. The basic steps of the PCA are as
follows:

e Consider the input matrix X;; of dimension nxm,
where n is the number of observations and m the
number of original variables.

e  Compute the mean of all rows &;. The X; is given by

n

1
X; = EZXU
j=

and the mean matrix is

e Subtract X from X to get matrix B:

B=X-X

e  Compute the covariance matrix of the rows of B by:

C= BB

n—1

e Compute the eigenvectors and eigenvalues of the
covariance matrix to identify the PCs. The first PC is
u, and it is given by

Uy = aArgmaxy, =1 Uy * B * By,

which is the eigenvector of B = B corresponding to
the largest eigenvalue. u, is the left singular vector
of B corresponding to the largest singular value.

As shown in Fig. 1 the new variables, which represent the
initial data set in the PCs space, are called scores. Scores are
constructed as linear combinations of the initial variables
weighted by the coefficients of the PCs called loadings. These
combinations are done in such a way that the new variables
are uncorrelated and most of the information within the initial
variables is squeezed or compressed into the first components.

15t PC Mst PC
m 1 m 1 m
1 v | 1 e |
X |[= +..+
n n n

Fig. 1. PCA matrix decomposition.

11, PROPOSED APPROACH

This section presents the main steps of the proposed load
classification approach. As shown in the flow chart of Fig. 2,
it consists of the following 4 steps:

e Applying PCA on input: PCA is applied on the input
matrix X;; which consists of 60 rows (60 SSs) and 365
columns (365 mean daily power data). PCA returns the
PC loadings, scores and their related variance, also
known as explained.

o Selection of the significant PCs: based on the variance
explained by each PC, only the first 3 PCs are
considered (PC1, PC2, PC3).

e Finding correlation of PC loadings with other
variables: for each of the 3 PCs a correlated variable is
found in order to give a reasonable meaning based on
experience gained from the daily operation of the DN.

e Classify SSs in clusters: according to the results of the
PCA, SSs are classified in 8 groups. The clusters are
defined based on the combination of the
positive/negative values of the 3 PC scores.

The procedure finally gives as output several standard
aggregate customer load profiles.
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Input

SSs mean daily power
Matrix of 60 rows (SSs) and
365 columns (days of the
year)

v
PCA

- Explained
- Scores
- Loadings

v
PCs explained

Selection of the first three
PCs

v
PCs loadings

Find correlation with other
variables (meaning)

v

PCs scores
Classify SSs in 8 clusters

v
Output
8 SSs mean daily
power standard profile

Fig. 2. Flow chart of the proposed approach.

V. RESULTS

The proposed approach has been tested on the 60 SSs
shown in Fig. 3. The SSs has been selected to cover the entire
metropolitan area of the city of Milano, the service territory of
the distribution system operator (DSO) UNARET], to obtain
the maximum variability in terms of load patterns.

4

Fig. 3. Location of the 60 SSs considered.

The related daily load profiles are shown in Fig. 4. As it is
immediately clear, treating the whole data together cannot
highlights the main characteristics of the load profiles.
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Fig. 4. Mean daily power data of the 60 SSs considered.

A. PCA

The input data of the PCA is a 60(SSs)x365(power data for
a year) matrix which contains the data shown in Fig. 4. The
main output of the PCA is the vector of explained, which
consists of 59 rows, the loadings matrix, which has dimension
365x59 and the scores matrix, size 60x59.

B. PCsexplained

Table I reports the main components extracted by the PCA
and the percentage of variance explained by each of them.
From the table it is easy to see that the first three PCs can
explain almost 97% of the information contain in the input
data. Since the goal is to explain most of the information of
the original data with the least number of the components, only
those three PCs are considered in the following steps.

TABLE I. PCs AND RELATED EXPLAINED
Principal Component | Explained (%) | Accumulated value (%0)
1 89.28 89.28
2 5.88 95.17
3 1.43 96.60
4 0.66 97.26
5 0.60 97.86
6 0.34 98.20
7 0.33 98.53
8 0.20 98.72
9 0.14 98.87
10 0.11 98.98
>10 1.02 100

C. PCs loadings

The following step of the procedure analyses the PCs
loadings in order to find a feasible physical meaning for each
of them. This is done by finding correlated variables to the PCs
based on the investigation and knowledge of the phenomena
related to power systems.

a) Frist Principal Component (PC1)

Fig. 5 shows, in the upper graph, the loadings of the PC1
and in the lower graph the daily load profile of the DN of
Milano. The correlation of the two curves is almost 90% which
can suggest that the PC1 counts the variability of the load
demand during the year. The load profile of the Milano DN,
as well as loadings of PC1, has valleys in holiday periods, i.e.
Christmas and New Year’s Eve, Easter and Summer between
July and August. Hence, since loadings of PC1 are higher in
working days, PC1 may represent the activities factor.



2020 5™ International Conference on Green Technology and Sustainable Development (GTSD)

First Principal Component
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Fig. 5. Loadings of the first PC (first chart) Vs load profile of the Milano
distribution network (second chart).

In Fig. 6 the yearly load profile of the SSs with the highest
and the lowest PC1 are shown. The SS with the highest PC1
has a similar trend to the load profile of the Milano DN while
the other SS, the one with the lowest PC1, does not follow this
evolution and has a more uniform profile over the year.
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Fig. 6. Yearly profile of the SS with the higest PC1 Vs yearly profile of the
SS with the lowest PC1.

b) Second Principal Component (PC2)

Fig. 7 shows, in the upper graph, the loadings of the PC2
and in the lower graph the daily temperature recorded in
Milano. The correlation of the two curves is almost 85% which
can suggest that the PC2 weights the influence of hot weather
on the SSs load profile. In fact, the loadings are positive during
the summer season and negative in the others. Hence, PC2
may represent the air conditioning factor, i.e. the use of air
conditioners by customers.
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Fig. 7. Loadings of the second PC (first chart) Vs mean daily temperature
recorded in Milano (second chart).

In Fig. 8 the yearly load profile of the SSs with the highest
and the lowest PC2 are depicted. On the one hand, the SS with
the highest PC2 has a significant increase in power demand
between middle May and September. On the other hand, the
SS with the lowest PC2 decreases the power demand in
summer months.

Secondary substation yearly profile

Jul

I
Jun

Days

Fig. 8. Yearly profile of the SS with the higest PC2 Vs yearly profile of the
SS with the lowest PC2.

¢) Third Principal Component (PC3)

Fig. 9 shows the loadings of the PC3. Having a look to Fig.
10, it is immediately clear that the PC3 counts the variability
of the load during the week. In fact, the cycle of 5 weekdays
and 2 weekend days can be found. PC3 considers holidays, i.e.
Christmas and New Year’s Eve, Easter and Summer between
July and August as weekend days. This can be explained
considering the typical decreasing in load demand in those
periods.
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Fig. 10. Loadings of the third PC (zoom in).

In Fig. 11 the yearly load profile of the SSs with the highest
and the lowest PC3 are shown. The SS with the lowest PC3
has a trend which follows the difference between weekdays
and weekend while the one with the highest PC3, as shown
also in Fig. 12, has a more uniform shape through the
weekdays.
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Fig. 11. Yearly profile of the SS with the higest PC3 Vs yearly profile of
the SS with the lowest PC3.
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D. PCsscores

The last step of the proposed methodology analyses the
PCs scores to group similar SSs in clusters. Fig. 13 shows the
2-D scatter plot of the PC1, on the X-axis, and on the PC2 on
the Y-axis. As expected, PC1 express a wider variability than
PC2. Fig. 14 shows the relationship between PC1 and PC3
while Fig. 15 between PC2 and PC3. The two figures confirm
that PCA shares a decreasing variability while going down to
lower order components.
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Fig. 13. 2-D scatter plot of the first and the second PCs.

Principal Component scores

200

150

100

Third Component

-100

-150

=200

-250 I I

1500 1000 500

0 -1000
First Component

2000 -1500

Fig. 14 2-D scatter plot of the first and the third PCs
Principal Component scores
200 .
oo
150 —|
°
100 . . oy
- ® o
g 50 | . o u. ,:.'. .
g’ . 3800
§ 50— . : [ ..:
£ -100 oo .
150 —| ° o o .
L]
-200
-250 7'

1000 800 600 -400

400 200
Second Component

Fig. 15. 2-D scatter plot of the second and the third PCs.

Based on the 3-D scatter plot reported in Fig. 16, the 60
SSs are classified using the cube shown in Fig. 17.
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Fig. 16. 3-D scatter plot of the first three PCs.
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Since we considered only the first three components, a
reasonable way to classify SSs it should be therefore based on
the positive/negative combination of their scores. For instance,
a SS which has all the PC scores positive is included in the sub
cube 1; a SS with negative PC1, positive PC2 and PC3 is
included in the sub cube VIII. Following this approach, each
SS in located, i.e. clustered, in one of the 8 sub cubes.

Fig. 17. 3-D Cube used for SSs classification.

Table 11 reports the PCs sign for each of the 8 clusters and
also gives a definition of the related load profile based on the
outcome of loadings analysis. For instance, a SS which fall in
the cluster 1 has a load profile which is correlated to the load
profile of the Milano DN, to the hot weather and to the cycle
weekdays/weekend. The last column of the table reports the
number of SS in each cluster. The most common types are
number 11, V and VII.

TABLE I1. CLUSTERS AND THEIR MAIN CHARACTERISTICS

Looking at the standard profile of Fig. 19, it is possible to
recognise the high correlation with the load profile of the
Milano DN, the low correlation with hot weather and the high
correlation with the cycle weekdays/weekend.

Secondary substations yearly profile-cluster(+,-,-
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Fig. 18. Load profile of SSs classified in cluster IV (+,-,-).
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Fig. 19. Standard load profile for a SS classified in cluster IV (+,-,-).

Fig. 20 reports, instead, the load profiles of the SSs which
belong to cluster VI (-,+,-). Looking at the standard profile of

Cluster

(PC1,PC2,PC3)

Main characteristics of the
load profile

#SS

Fig. 21, it is possible to recognise the low correlation with the
load profile of the Milano DN, the high correlation with hot

DN load profile correlated, hot
weather correlated,
weekdays/weekend

uncorrelated

DN load profile correlated, hot

weather uncorrelated,
weekdays/weekend
uncorrelated

DN load profile correlated, hot
weather correlated, 4

weekdays/weekend correlated

DN load profile correlated, hot

weather uncorrelated, 6
weekdays/weekend correlated
DN load profile uncorrelated,

hot weather uncorrelated,
weekdays/weekend correlated
DN load profile uncorrelated,

hot weather correlated, 7
weekdays/weekend correlated
DN load profile uncorrelated,

hot weather uncorrelated,
weekdays/weekend
uncorrelated
DN load profile uncorrelated,
hot weather correlated,
weekdays/weekend
uncorrelated

I (4,+,+)

I (+,-4) 11

1 (+,+,-)

(+,-,-)

10

VI

Vi 11

VI (- +,+)

Once the SSs are all associated to a group, it is also
possible to extract a standard load profile for each cluster,
simply average the SS load profiles day by day. Fig. 18 shows
the load profiles of the SSs which belong to cluster IV (+,-,-).

weather (the power demand strongly increases in summer) as
well as the high correlation with the cycle weekdays/weekend.
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Fig. 20. Load profile of SSs classified in cluster VI (-,+,-).
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Fig. 21. Standard load profile for a SS classified in cluster VI (-,+,-).
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Finally, Fig. 22 depicts the load profiles of the SSs belong
to cluster VIII (-,+,+). Looking at the standard profile of Fig.
23, itis possible to recognise the low correlation with the load
profile of the Milano DN, the high correlation with hot
weather and the low correlation with the cycle
weekdays/weekend (the power demand does not always
follow the passing of the week days).
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Fig. 22. Load profile of SSs classified in cluster VIII (-,+,+).
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Fig. 23. Standard load profile for a SS classified in cluster VIII (-,+,+).

V. CONCLUSIONS

In this paper, real daily power data of several SSs were
analysed, by means of PCA, to get standard profiles. The first
three main components of the PCA have been shown to
represent more than 96% of the total variance of the input data
and to be correlated with the Milano DN load curves, the
temperature and the cycle of weekdays and holidays
respectively. The SS load profiles have been then clustered in
8 groups with different characteristics related to the
positive/negative values of the PC scores. The standard load
profiles identified by the proposed methodology will give to
the DSO of Milano very useful and valuable information for
better planning, operation, and forecasting its distribution
network.
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Abstract— The paper presents a series of laboratory tests for
the California Bearing Ratio (CBR) for investigating the
bearing capacity of soft clay reinforced by nonwoven geotextile
and sand cushion. The variation of test conditions included
levels of compaction energy and the thickness of sand layers.
The result reveals that a thin sand cushion layer and
reinforcement inclusion improved the CBR value of the
reinforced riverbed clay significantly. The optimum thickness of
sand cushion was 1.5 cm, which equivalent to the ratio between
the depth of the first reinforcement layer and the diameter of
the penetrated piston is equal unity. The CBR of the reinforced
specimens could be increased as high as 25.5-34.8% at this
optimum reinforcement ratio.

Keywords— CBR, nonwoven geotextile, soft clay, sand
cushion

l. INTRODUCTION

In recent years, the development of infrastructure in the
Mekong Delta area in Vietnam significantly increased the
needs of sandy soil as the backfill material. However, as the
unrecoverable material, the sand was excavated from the
Mekong River, which would have several adverse effects for
society, including high construction cost, riverside instability,
and erosion. The soft clay as local material was preferred for
rural road construction; however, it requires further bearing
capacity improvement before applying on the construction.

There were various methods to improve the strength
behavior of the soft clay, including the geosynthetic with a
thin granular soil layer. The improvement of strength and
deformation behavior of the reinforced soft clay with a thin
sandy soil layer were investigated using direct shear tests [1],
pullout tests [2-4], and triaxial compression tests [5-6]. The
results revealed that the shear strength of the reinforced clay
was significantly improved due to the increase in the interface
interaction between the clay, the reinforcement, and the thin
sand-layer inclusion. The anisotropic shear strength behavior
of reinforced soil showed that the geosynthetic reinforcement
should be placed horizontally to enhance the confinement
caused by the lateral tensile strain mobilized in the soil
transferred to the geosynthetic layers [7]. The excess pore
water pressure during shearing in the reinforced clay was
dissipated laterally to the sandy layer [8]. Besides, the
optimum thickness of the granular soil layer for the highest
shear strength improvement was inconsistently concluded in
the previous studies. The optimal thickness of the thin sand
layer was observed in [1, 3-4].

On the other hand, under undrained, unconsolidated
triaxial compression test, the shear strength improvement
increased with sand thickness of 5-20mm [5]. In those studies,
the reinforcement layer was embedded in a thin sand layer

978-1-7281-9982-5/20/$31.00 ©2020 IEEE

(sandwich technique) without separation between the soft clay
and sand layers. Due to the seepage process, the clay particles
gradually clogged into the thin sandy soil layer and reduced
its permeability. It would decrease the effect of the thin sandy
layer on dissipating water pressure in the reinforced clay.
Besides, the thin sand layer was vulnerable under the erosion
effects of the seepage.

Several previous studies used the laboratory test for the
California Bearing Ratio (CBR) to investigate the bearing
capacity of reinforced clay [9-16]. The laboratory results
showed that the CBR of the geosynthetics clay liners (GCLS)
under a sand layer reached the most significant improvement
when the thickness of the sand layer equal to the diameter of
the load piston [9]. On the other hand, [10-12] concluded that
placing a geogrid layer in the middle of the base layer
effectively reduced the settlement of reinforced pavement. A
similar observation was also found for the clay reinforced by
a single jute textile layer [13]. On the other hand, the optimum
location of a single geogrid layer was observed to be taken as
72-76% of specimen height for clean sand (SP), sandy clay
(CL), and clayey silt (ML) [14].

Regarding reinforced clay, few studies have focused on
the effects of a thin sand layer inclusion on improving its
bearing capacity. Accordingly, this study conducted a series
of laboratory tests for CBR values on the clay specimens
reinforced by a thin sand layer covered with two nonwoven
geotextile layers. The proposed reinforcement arrangement
was expected to prevent the sand erosion and clay-sand
clogging due to the seepage in the reinforced soil. This study's
main objective was to investigate the bearing capacity
behavior of reinforced clay with a thin sand cushion layer. The
study results provided useful information for effectively
improved the bearing capacity of the reinforced soft clay using
a new arrangement of reinforcement inclusion with a thin sand
layer.

Il.  TEST MATERIALS

A. Soft clay

The soft clay was excavated from Cai Lon, Kiengiang
river in the Mekong Delta, Vietnam. It is classified as high
plastic inorganic silt (MH) by the Unified Soil Classification
System (Fig. 1). Its liquid limit (LL), plastic limit (PL), and
specific gravity are 91.5, 44.9, and 2.75, respectively. Table 1
shows the results of the modified Proctor test, in which the
clay was compacted in 5 layers using the modified rammer.
The value of optimum moisture content, OMC decreased
when the compaction energy increased from 482 ki/m? to
2700 kJ/m3,
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TABLE |. MODIFIED PROCTOR TEST RESULTS

Compaction Total OMC | Maximum dry unit
energy, E number of (%) weight (KN/m?)
(kJI/m?) blows
482 50 26.6 14.28
1200 125 245 15.02
2700 280 20.5 16.31
100 -
90 A
80

-e-Kiengiang

Percent of finer by weight (%)

30 riverbed clay
20 1 -®Uniform
10 1 quartz sand
0 T . T
10 1 0.1 0.01 0.001

Grain size (mm)

Fig. 1. Grain size distribution of the Kiengiang riverbed clay and the uniform
quartz sand

B. Uniform quart sand

The local sand is uniform and clean quartz sand, classified
as poorly graded sand (SP) by the Unified Soil Classification
System. The specific gravity (Gs) coefficient of uniformity
(Cu), and gradation (Cc) were 2.66, 2.00, and 0.98,
respectively (Fig. 1). The minimum and maximum dry unit
weights of sand were ygmin =12.56 KN/m? and yg.max = 12.53
KN/m3. At 90% of relative density, the shear strength
parameters were obtained from the direct shear testas ¢ =0
and ¢ = 35.1°. The sand-geotextile interface friction angle was
¢'a = 23.7° measured by a modified direct shear test (the top
shear box was filled with soil, and steel platen was placed in
the lower one).

C. Nonwoven geotextile

A commercially PET nonwoven geotextile has a
permittivity of y = 1.96 s and corresponding cross-plane
permeability of k=3.5*10° m/s. Table 2 shows its ultimate
tensile strength and failure strain along the longitudinal and
transverse directions measured from the wide-width tensile
test. The apparent opening size, Og is about 0.11mm, which
is smaller than the diameter at 10% of percent passing, D1 of
the uniform sand, which ensuring the proper filter function of
the geotextile layer to separate the soft clay and the sandy soil
in the reinforced specimens.

TABLE Il. PROPERTIES OF GEOTEXTILE

Property \Value
Mass (g/m?) 200
Thickness (mm) 1.78
Apparent opening size (mm) 0.11
Permittivity (s) 1.96
Cross-plane permeability (m/s) 3.5x10-3

Wide-width tensile test

Direction Ultimate strength Failure
(KN/m) strain (%)

Longitudinal 9.28 84.1

Transverse 7.08 117.8

49

Ill.  EXPERIMENTAL PROGRAM

A total of 15 laboratory tests was conducted to determine
the CBR value of the reinforced clay with sand cushion. The
test variation included the thickness of sand cushion layer and
compaction energy levels.

A. Specimen preparation

After being excavated from the riverbed, the soft clay was
dried in an oven (less than 60°C) for about 24h then crushed
and ground into powder in a mortar. The dried powder clay
then mixed with water corresponding to the desired optimum
moisture content (Table 1), stored in a resalable plastic in a
plastic bag within a temperature-controlled chamber for a
minimum of 2 days to ensure a uniform distribution of
moisture within the soil mass.

The specimens for CBR test were compacted in a mold
with a diameter, D = 152.4mm, and a height, H = 116.6 mm.
The samples were statically compressed to the required
thickness by a static hydraulic jack. To prepare the reinforced
clay specimens, firstly, the lower mold was filled with clay in
several layers. The amount of soil of each layer corresponded
to the soil density obtained from compaction test results. After
compacting a clay layer, it was scarified prior to pouring the
next soil layer until reaching the desired thickness of the lower
clay layer. Its surface was also scarified then added a
geotextile layer for developing good interface bonding
between the clay and the reinforcement layer. The sand
cushion layer was then added and compacted by a tamper to
reach 90% of relative density. After that, another geotextile
layer was placed above the sand layer after compaction of the
sandy soil layer. The upper clay layer was finally compacted
to complete the reinforced specimens (Fig. 2).

| d=152.4mm |

Geotextile

Unreinforced specimen Reinforced specimen

Fig. 2. The reinforced and unreinforced specimens in laboratory test for CBR
values

B. Testing program

The laboratory test for the CBR value was performed
following [17]. A mass of surcharge (i.e., 4.54 kg) was placed
on the specimens before applying the load on a piston with a
diameter, B = 49.7mm, penetrated the specimens. The rate of
penetration was approximately 0.05 inch/min (1.27mm/min).
The tests were stopped until the penetration reached 20mm.
During the penetration of the piston, the compression force
was recorded with time. It was then corrected due to the
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surface irregularities or other causes, as recommended by
[17], before evaluating the CBR value from CBR; and CBR..

P
CBR, (%) = ——x100 1
1( 0) 6900X 1)
I:)2
CBR, (%) = x100 (2)

10300

where P1 and P, are the corrected stresses in kPa at 2.54 mm
and 5.08 mm of penetration, respectively. The CBR value is
chosen as the higher value of CBR; and CBR.. In
general, CBR1 is higher than CBR,, and CBRis equal
to CBR;. If CBR; > CBR1, CBR; is chosen as the CBR value
after the redo tests to confirm the accuracy of the original test
result [17].

IV. RESULTS AND DISCUSSION

A. CBR behavior of unreinforced and reinforced specimens

Figures 3 shows the variation of the corrected stress in the
penetration piston of unreinforced and reinforced specimens
with the penetration. The bearing capacity of clay specimens
was significantly improved due to the reinforcement inclusion
and the sand cushion layer. Similar conclusions on the bearing
capacity improvement of the reinforced clay were reported in
numerous studies [8-15, 18].

The CBR values of the unreinforced and reinforced
evaluated from the corrected piston stress were shown in
Table 3. The results show that the higher the compaction
energy was, the higher CBR value of specimens was obtained.
For all the specimens, CBR, was lower than CBRy, which was
chosen as the CBR value of the specimens [17].

Compared to the bearing capacity of unreinforced
specimens, the CBR value of reinforced specimens was
significantly improved. The bearing capacity of reinforced
specimens depended on the depth of the top reinforcement
layer, h (Fig. 2). For the three compaction energy levels, when
increasing the thickness of the sand cushion layer, the CBR
value initial increased from that of the unreinforced specimen,
h=11.66cm (i.e., I=0 cm) reached a peak value for the
reinforced specimen with 1.5cm of the thickness of sand
cushion (h = 4.93cm) then reduced. Thus, the optimum value,
h/B =1.0, was found for maximum bearing capacity of the
specimens reinforced by geotextile, and the sand cushion layer
was. It was in agreement with those reported in the previous
studies [8, 10-11]. On the other hand, [13] reported that a
geogrid layer was placed at a depth of about 1.0-1.2 times the
diameter of the plate load to attain the highest CBR value of
reinforced specimens.

The bearing capacity improvement due to reinforcement
inclusion and the sand cushion layer was quantified using the
bearing capacity difference and percent CBR improvement,
ACBR. The bearing capacity difference was defined as the
difference corrected stress of the reinforced and unreinforced
specimens at the same penetration. While the parameter
ACBR was evaluated as:

CBR, —CBR

ACBR = unre . 100% (3)
CBR

unre

50

() Compaction energy, E = 486 kJ/m?

2000
[
[a
=~ 1600 -
o
=i
2 1200 1
£ o
g 800 ——Unreinforced
= >1=1.0cm
9 -=-1=15cm
2 400 -=-1=20cm
5 4 —-1=4.0cm
U 0 = T T T T T T T
0 2 4 6 8 10 12 14 16 18 20

Penetration, mm

(b) Compaction energy, E = 1200 kJ/m3
3500

3000 -
2500 -
2000

——Unreinforced

Corrected stress in piston, kPa

1500 >I=1.0cm
1000 —--1=15cm
-=1=2.0cm
500 =|=4.0cm
O T T T T T T T
0 2 4 6 8 10 12 14 16 18 20

Penetration, mm
(c) Compaction energy, E = 2700 kJ/m3

7000
o
S 6000 -
<
S 5000 -
= 4000
8 3000 1 ——Unreinforced
5 ><1=1.0cm
3 2000 1 ~-l=15cm
S 1000 =-1=20cm
S: 0 —--1=4.0cm

0 2 4 6 8 10 12 14 16 18

Penetration, mm

Fig. 3. Corrected stress in piston of unreinforced and reinforced specimens
compacted by 3 different compaction energy levels: (a) 482 kJ/m?; (b) 1200
kJ/m3; (c) 2700 kJ/m?

As shown in Figure 4, the increment of piston penetration
induced more bearing capacity difference in the reinforced
specimens. It can be explained as the more piston penetration
induced higher tensile strength mobilized in the geotextile
layers to improve the bearing capacity of the reinforced
specimens, which was reported in the previous researches.

[19] performed the consolidated drained triaxial
compression test to investigate the shear strength of the
reinforced sand. It was observed that the mobilized shear
strength of reinforced soil exceeded that of unreinforced soil
under a range of axial strain of approximately 1-3%.
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TABLE I11. RESULS OF UNREINFORCED AND REINFORCED SPECIMENS

Compaction | Thicknessofsand | h/B | CBR, | CBR; | CBR Similar to the variation of CBR values on the thickness of
e’(‘g%g)'z cushion layer, 1 (cm) %) | @) | (%) the sand layer, the bearing capacity difference also peaked at
282 0 nreinforced) YRR 50 56 the s_pecimens reinforced WiFh 1.5cm thickne_:ss of thg sand
: : : : cushion layer, which was equivalent to the optimum ratio, h/B
482 1 11 | 104 | 90 | 104 -1
482 15 10 | 128 | 111 | 128
482 2 09 | 1.7 | 101 | 117 The influence of compaction energy on the bearing
482 2 07 | 106 | 96 | 106 capacity difference was shown in Fig. 5. It was observed that
1200 0 (Unreinforced) 22 | 165 | 126 | 165 increment in compaction energy produced more significant
1200 1 1 100 | 173 109 bearing capacity improvement of th_e relnforc_ed specimens.
: : : : The more compaction energy, the higher the interface shear
1200 15 10 | 207 | 183 | 207 strength of clay and geotextile layers was. As a result, it
1200 2 09 | 198 | 170 | 193 induced more mobilized tensile strength in the geotextile to
1200 4 0.7 | 184 | 163 | 184 enhance the bearing capacity of the reinforced specimens. The
2700 O (unreinforced) | 2.4 | 37.4 | 330 | 374 results demonstrate the benefit of using the high compaction
2700 1 11 | 453 | 380 | 453 energy for compacting the clay layers in the reinforced
2700 15 1.0 | 50.4 | 439 | 50.4 specimens.
Zgg i 2'3 3(2)'2 22'2 23'2 On the other hand, the percent CBR enhanc_:ement, ACBR
. . : . of the reinforced clay changed inconsistently with the changes
i _ 5 of compaction energy. For the specimens reinforced by 1.5cm
400 (2) Compaction energy, £ = 486 kl/m thickness of the sand cushion layer, the value of ACBR could
--10.00 mm be up to 25.5-34.8%.
300 1 -=-5.04 mm

=
[o)]
o
o

—#-2.54 mm

200 -
--10.
: 1200 ZO m
100 - 5.04 mm
\ —-2.54 mm

00 05 10 15 20 25 30 35 40
Thickness of sand cushion layer, I (mm)

Bearing capacity difference (kPa)

400 -

(b) Compaction energy, E = 1200 kJ/m?

Bearing capacity difference (kPa)
3
o

500

10,00 mm 0 500 1000 1500 2000 2500 3000
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Fig 4. The variation of bearing capacity difference at different piston
penetration 2.54mm; 5.08mm and 10.00mm.
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V. CONCLUSION

A series of CBR tests were performed to investigate the
California Bearing Ratio, CBR of the soft clay specimens
reinforced with nonwoven geotextile layers with sand cushion
layer. The results demonstrate the benefit of a sand cushion
layer covered by two geotextile layers that enhance the
bearing capacity of the soft clay. The other conclusions are the
following.

= The nonwoven geotextile with a sand cushion layer
significantly improved the CBR value of clay. The
reinforced specimens required sufficient deformation
to mobilize the shear strength from soil-reinforcement
interaction to improve the bearing capacity of the
reinforced specimens. The more penetration of piston,
the more bearing capacity enhancement was.

= To obtain the highest CBR and bearing capacity
difference of the reinforced specimens, the optimum
thickness of sand cushion was 1.5cm, of which the
ratio h/B was about unity. In that case, the CBR value
of the reinforced clay specimen could be raised up to
25.5-34.8% under the range of 486-2700 kJ/m® of
compaction energy.

= The reinforced clay specimens should be compacted
using high compaction energy. The denser the clay
was, the more CBR and bearing capacity improvement
could be achieved.

Last, the significant enhancement of the bearing capacity
of the soft clay reinforced by two nonwoven geotextile layers
with a sand cushion layer approved the potential application
of the proposed method for pavement design and GRS
structures using the reinforced clay with a thin sand cushion
layer.
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Abstract— Partial shading is the cause of the reduction of
the output power of the photovoltaic (PV) system due to
changes in its P-V characteristic curve. Global Maximum
Power Point Tracking (GMPPT) in more complex and multiple
peaks conditions is the biggest challenge for current MPPT
techniques to improve the performance of the system. This
article introduces an improved method based on the traditional
Particle Swarm Optimization (I_PSO) algorithm to increase the
convergence speed in a constantly changing and complex
environment. The study not only considers the influence of the
best location of the individual and the swarm but also focuses
on the experience of the neighboring individuals with a better
position to avoid the local extreme trap. In addition to that, a
boost converter uses to simulate the proposed algorithm
applying PSIM software. The simulating results with those
previously under the same operating conditions showed the
superiority of the proposed approach in improving the
efficiency of the photovoltaic system.

Keywords—partial shading, photovoltaic system, global
maximum power point tracking, solar array.

I. INTRODUCTION

In general, solar energy has been becoming a useful
alternative fuel source for world energy security in recent
years. The use of photovoltaic systems increases significantly
because of its outstanding advantages such as low fuel and
maintenance costs, environmentally friendly, and almost
endless energy sources [1,2]. However, the expense of a PV
plant and conversion equipment to reach the limit of the
electricity system is a significant challenge in the
development and use of them. Besides that, the PV
characteristic curves depend on operating environment
conditions as solar radiation and temperature, which can
occur due to multiple reasons such as buildings, trees, or
passing clouds, birds, and dust deposition...called partial
shading. They are causes of energy losses in PV power
generators. The traditional MPPT techniques such as P&O
(Perturb and Observation), InC (Incremental Conductance)
are significantly effective under uniform conditions but
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inaccurate under partial shading conditions [3]. To overcome
these drawbacks and improve the performance in MPPT
control techniques. The improvement methods based on two
algorithms also introduced recently as |_InC (Improved
Incremental Conductance) [4-6], VSSP&O (Variable Step
Size Perturb and Observe) [7]. The optimization algorithms
and their improvements based on the natural behavior of the
swarm such as PSO (Particle Swarm Optimization), OD_PSO
(Differential Particle Swarm Optimization), LPSO (Leader
Particle Swarm Optimization), EL_PSO (Enhanced Leader
Particle Swarm Optimization), MPSO (Multicore Particle
Swarm Optimization) [8-12]. Another group is using hybrid
methods that have emerged by combining two or more
approaches in a solution to further enhance the performances
as PSO-OCC (Particle Swarm Optimization Combined with
one Cycle Control), SA-PSO (Simulated Annealing with
Particle Swarm Optimization ), INC-FFA (Firefly Algorithm
with Incremental Conductance), PSO-P&O (Particle Swarm
Optimization with Perturb and Observation), PSO-SFLA
(Particle Swarm Optimization with Shuffled Frog Leaping
Algorithm), and ABC-P&O (Artificial Bee Colony) [13-18].
These algorithms have achieved significant effects in solving
the multi-peak GMPPT problem. However, the convergence
speed, performance, applicability, and complexity are still
barriers to the above solutions.

This paper proposes an improved method based on PSO
to increase the convergence speed in GMPPT under
continuously changing and complicated operation conditions.
Compared to other MPPT techniques, the proposed algorithm
has faster convergence speed, lower control cost, and greater
efficiency by adding influence coefficients from neighboring
particles with a better position. The remainder of this paper is
as follows. Section |1 discusses the mathematical modeling of
Solar PV and the effect of partial shading on the performance
of the PV array. Section Ill proposed the |I_PSO algorithm
and how to use it for improving the MPPT performance. In
section 1V, the simulating results show and compare with
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other algorithms. Finally, Section 5 presents the conclusion of
the work.

Il. PV SIMULATION MODEL AND THE EFFECT OF PARTIAL
SHADING ON ITS CHARACTERISTICS

A. PV Simulation Model.

The equivalent circuit for a photovoltaic cell introduced
in Fig. 1 consists of a current source driven by sunlight in
parallel with a real diode and both parallel and series
resistances Rp, Rs [19-22].

+0oV
+QV Rs []41
* I Vg
. ' ly + Ip
\ Celll | = |sc == +R
p
N b
-0
Fig. 1. PV cell equivalent circuit.
The current output of PV cell is:
q(V+1.R) V+IR 1)
=1 -1, Je @ gl Y510
RP

Where: V, | are output voltage (V) and current (A) of PV,
respectively; lsc is short circuit current (A); lo is the reverse
saturation current of diode (A); q 1,602.10% (C); k
=1,381.10%2 (J/K); T (°K); Rs, Rp (Q).

B. Effect of partial shading on the PV system.

The simulation and discussion in the article base on a
series connection of 5 PV modules type PHM60W36 with its
parameters are 37.5 (V), 33.3 (A), and 330 (W) at MPPT
under operating conditions (1000W/m? at 25°C).

Previous studies have shown that, under uniform
conditions, the P-V and 1-V Characteristics Curves of the PV
system are not different from those of a PV cell. Conversely,
when the PV module operated under heterogeneous
conditions like for partial shading cases caused by natural
phenomena will increase multiple local maxima in the array's
PV characteristics, which are capable of making it complex to
determine GMPP and affect the system' output power (Fig.
2). Accordingly, the use of MPPT algorithms is necessary in
this case [23].

The configuration of the proposed system simulates under
partial shading conditions while only one case operates under
a uniform environment. The data for changing solar radiation
on the PV system shows in Table 1. When the irradiance is
uniform, there is only an MPP (with maximum output power)
exists on the P-V characteristic (Fig. 2). Meanwhile, the
remaining cases have lower output power. It' characteristic
curves also exhibit more LMPP. These show that the PV
output power is affected by the level of shading on the
modules. In other words, the radiation value received by
modules will determine the whole system's output power. On
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the other hand, accurately determine GMPP under multiple-
peaks conditions is the biggest challenge for MPPT
algorithms to improve the operating efficiency of the PV
system. Because of under partial shading conditions as well
as instantaneous environmental changes, it requires more
efficient algorithms and higher convergence speed.
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Fig. 2. P-V characteristic under different conditions.

TABLE |. THE PROPOSED CASES SIMULATE THE SYSTEM.

Case | Radiation Values Per Modules (x100 W/m2)
1 2 3 4 5
1 10 10 10 10 10
2 10 9 8 7 6
3 5 4 3 2 10
4 9 8 7 6 5
5 4 3 2 10 9
6 8 7 6 5 4
7 3 2 10 9 8
8 7 6 5 4 3
9 2 10 9 8 7
10 6 5 4 3 2
1800 e P1
e P2
1600 P3
e P4
P5
1400 i
P7
1200
=
= 1000
5 case 6
& 800 738.11 Case 8
.K'm'” case 10
600 \ 435.30
= == £
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Fig. 3. GMPP under partial shading conditions

A. DC/DC Converter.

A boost converter links between the PV array and the
load to control the system working at the MPP is a DC/DC
power converter. It is a class of switched-mode power
supply containing at least two semiconductors (a diode and
atransistor) and at least one energy storage element:
a capacitor, inductor, or both in combination. It’ diagram
presents in Fig. 4, which is characterized by its duty

THE PROPOSED SOLUTION
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cycle D (0 < D < 1) that gives the ratio between the input and
the output voltage when the conduction is continuous [24].

oli s o MYV, ™~ Iy
L L]
Dy
Gy e C; R
W = R xS
e,

Fig. 4. Boost converter

The relationship between the input and output voltage
depends on D is expressed by the following equation:

Vi=@0-D)V, )

Where D, Vi, V, are respectively the duty cycle, PV input
voltage, and the output voltage of the Boost converter.
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Fig. 5. Simulation model of the proposed system

With a load value isR 120Q2, maximum input
voltage Vi= 200V, switching frequency f= 50kHz, and a
duty cycle is between 20-80% to ensure that it does not
exceed the limit of the semiconductor switch. The
determining of inductor value according to the continuous
and discontinuous conduction modes by the following
equation:

DV,

L =
2L f

Where 1y is the maximum power current of the PV
system.

®3)

The output capacitor value to decrease output voltage
ripple is:
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C— D
"~ Rfr
Where: output voltage ripple r is 1%.

(4)

Therefore, the inductors and capacitors’ value for boost
converter used for the proposed method, and other parameters
lists in Table 2. The system is simulated in the PSIM
environment and has the configuration shown in Fig. 5

TABLE Il. THE SPECIFICATIONS OF THE IMPLEMENTED BOOST CONVERTER

The parameters Set value
Input voltage V; =80 - 200V
Output voltage V, =400V
Output current lo=5A
Output power P, = 2kW
Switching frequency f = 50kHz
Output voltage ripple r<1%

B. |_PSO Implemented for MPPT.

PSO is a swarm intelligence optimization algorithm based
on two main principles, i.e., to follow the best performing
particle (Gpest), and to move towards the best conditions
found by the particle itself (Puest) [25, 26]. The |I_PSO
introduced in this article is also an improved version, in
which the particles can avoid LMPP traps to give better
positioning in the search space and faster convergence speed.
The proposed study not only considers the influence from the
best location of the individual (Puest), Overall experience
(Ghest), and the present movement of the particles but also
focused on the effect of the neighboring individuals with a
better position (P.), which used to decide their next values in
the search space to avoid the local extreme trap.

Mathematically, the concepts of I_PSO can be expressed
as follows:

k+1

Vi :WiV:( AC,1, (Prest _Xik)+cz I, (Geg _Xik)+C3r3 (P, _X:() ®)

K+1
i

(6)

Where xi, vi are the position and velocity of i particle; k
denotes the iteration number; w; is the inertia weight; r; and r,
are random variables uniformly distributed within [0, 1]; and
ci1, C2 are the cognitive and social coefficient, respectively.
The Prest i variable uses to store the best position that a
particle has found so far (i_th), while the Gpes is the best
position of all the particles.

X =x¥ v

The significant difference in Eq. (5) is the influence
coefficient ¢z and a randomly-generated random number r;
between 0 and 1. Whereas, Pe represents the best position of
an expert partial, which is better than Ppest but not equal to
Grest. Under this condition, when the Gpest Value of the swarm
is determined, it is also its Pyest local, which is likely reaching
a velocity value equal to zero (v = 0) when added in the
update function. As a result, the survey range will reduce
because this position does not change in the next cycle. The
addition of third-place effects out of Pbest and Gbest
parameters is necessary to ensure that it will survey all of the
swarm.
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Fig. 6. Flowchart of the proposed algorithm
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The complete flowchart of the proposed method
illustrated in Fig. 6, the main blocks are described in detail as
follows:

Step 1: In the proposed system, the selecting duty
cycle D and delta D values of the DC-DC converter like the
particle’ position and velocity in the search space,
respectively. Meanwhile, the fitness value evaluation function
sets as the generated power of the whole system Ppy. The
number of swarms in this paper is equal to six may be
increased convergence time. However, the probability of
overcome local extremes will significantly higher.

Step 2: Although particles can be placed on fixed
positions or in the space randomly. In this paper, the particles'
initialization value is permanent, which limits between 0.2
and 0.8 the search space with equal distances. It means that
this is a region with the highest GMPP potential and also
within the boost converter's operating range.

Step 3: After the digital controller output the PWM
command according to the position of the i_th particle, which
represents the duty cycle command, the voltage Vpy, and
current lpy are defined. These values are the basis of
calculating the fitness evaluation of the i_th particle.

Step 4: If the fitness value of the i_th particle is better the
previous the best value (Phest_i), sets the current value as the
new Prest i. And then, this value can be utilized as a new Gpest
if it is greater than the Gpest Value, which is the best fitness
value of all the particles in history (or not).

Step 5: Select Pe value as the expert particle, which is the
best value of all Ppest i Without Gpest after each loop. Then,
update all Pyest i, Goest, and Pe values.

Step 6: Update velocity and position of all the particles in
the swarm by using Eqg. (5) and (6).

Step 7: When the algorithm reaches the maximum
number of iterations, or as soon as the output power of the
PV system is not significantly different between two
consecutive loops, it will stop and output the Gpest Solution.
Convergence criteria determine according to Eq. (7) then it is
utilized to detect the insolation change and shading pattern
changes.

| Pk -PE T <e Y

IV. SIMULATION RESULTS AND DISCUSSION

The parameter selection in the method to achieve the best
simulating results plays an important role. According to the
characteristics of the PV system uses in this study, the setting
values of the proposed algorithm listed in Table 3, while
Table 1 shows the simulation cases under partial shade
conditions.

In the PSIM environment, the PV panel can be
implemented using the physical model of the solar cell in the
renewable energy package and structured in Fig. 5. The
MPPT simulation results for the proposed system
summarized in Fig. 7, which is known as the measured output
power waveform of the PV system when treated by the
proposed algorithm in the PSIM environment. Meanwhile,
Fig. 8 shows the result of the generated output power
waveforms when the irradiance changes. The MPPT
simulation results using the proposed algorithm compared
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with the maximum available power of the PV module under a
continuous shading pattern, which is extracted from Fig. 3 to
determine the tracking effectiveness of this algorithm.
Besides that, Figs 9 and 10 show a comparison of the
maximum power point tracking speed and performance of the
proposed algorithm compared with traditional PSO.
Meanwhile, Table 4 introduces the MPPT convergence speed
and performance of all the cases presented above.

From Fig. 7, the proposed algorithm always extracts
GMPPT under different partial shading conditions with
convergence time between 0.22s and 0.39s in cases 9 and 10,
respectively. Even though under simulation conditions
changed instantaneously, the system is still capable of MPPT
quickly with significant performance (Fig. 8). The aggregated
results in Table 5 also show two vital issues: Firstly, the
proposed algorithm can reach maximum efficiency of 100%
in a few cases, but the average efficiency is always greater
than 99%. Therefore, the proposed algorithm is as effective
as the other optimal algorithms introduced recently.
Secondly, the convergence speed of the algorithm is 0.22s
when the measured MPPT tracking efficiency is 99.95% in
the case of 9, which is a remarkable advantage compared to
other modified and improved versions. The obtained
simulation results in this paper are compared with other
MPPT techniques under the same operating conditions and
presented in Table 5. These positives show the superiority of
the proposed method compared with previous techniques in
both convergence speed and GMPPT tracking efficiency.
Last but not least, although the convergence speed of the
proposed algorithm significantly improved, the MPPT
performance is not decreased, which listed in Figs 9 and 10,
respectively.

TABLE Ill. THE |_PSO ALGORITHM PARAMETERS

The parameters Set value
Population sizes (N) 6
Maximum iteration (K max) 100
Acceleration factors (cy; c2) 0.1;0.5
Influence coefficient (c3) 0.35
Inertia weight (w;) 0.07
Random variables (ry, 1 r3) [01]
Sampling time 0.2 (s)

TABLE IV. THE MPPT PERFORMANCE AND CONVERGENCE SPEED

Case P(ra?)x PE\—N)pS 0 (c;, ) T(s)
1 1648.45 | 1648.40 100.00 | 0.22
2 1100.82 | 1100.73 99.99 0.30
3 440.43 440.39 99.99 0.31
4 920.00 917.93 99.78 0.31
5 614.09 613.39 99.89 0.29
6 738.11 737.75 99.95 0.31
7 842.80 842.70 99.99 0.28
8 579.75 579.73 100.00 | 0.38
9 1006.99 | 1006.51 99.95 0.22
10 435.30 434.89 99.91 0.39
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TABLE 5. COMPARISON OF GMPPT TECHNIQUES

MPPT n T MPPT n T
Technique (%) (s) Technique (%) (s)
1_PSO 100 0.22 | L_PSO [10] 99.99 | 0.35
OD_PSO [9] 97.74 | 1.86 | INC_FFA[15] | 99.99 | 0.38
MPSO [12] 98.92 | 1.3 SA_PSO [14] - 0.13
PSO [10] 99.83 | 0.85 | PSO_P&O [16] | - 0.9
PSO_SFLA [17] - 3.15 | P&O[10] 99.95 | 0.52
ABC_P&O [18] 99.93 | 0.08 | PSO_OCC [13] | 100 1.2
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Fig 9. Comparison of convergence speed with and without c; coefficients
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V. CONCLUSION

I_PSO is an improved version based on the traditional
PSO algorithm introduced in this article, which not only has a
fast convergence speed but also has an outstanding MPPT
tracking efficiency under different operating conditions. The
simulation results show that the performance of the proposed
algorithm is likely reaching 100% at 0.22s, which are higher
than previous improvements to the traditional PSO algorithm.
It is due to the addition of an influencing factor in the
velocity equation of the classical PSO algorithm to improve
the operating efficiency of the PV system. Conclusion,
I_PSO is a simple and efficient technique, which is capable
of escaping from LMPP traps and extracting the optimization
power at high speed under partial shading condition as well
as instantaneous environmental changes.
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Abstract—In this paper, a 3-node triangular plate element is transverse deformation and does not require shear correction
developed for static analysis of sandwich plates. The C%-plate factors as in the FSDT [2]. For simplicity, the LW theory in
element attenuates the shear-locking phenomenon by  this study uses the third-order shear deformation theory
approximating the transverse shear strains according to the (TSDT) for each layer, namely the TSD-LW theory, to predict
mixed interpolation of tensorial components technique the behaviors of the sandwich plates.

(MITC3). The constant strain fields within each MITC3 plate

element are improved by using the edge-based smoothed Although some numerical methods like the meshless [3]
approach (ES), in which the strain fields are averaged on or isogeometric (IGA) [4] methods have been suggested, the
domains of two adjacent elements. Based on the layerwise finite element methods (FEM) are still popular and play an
theory with the displacement fields for each layer described by important role in solving engineering problems. For sandwich
the third-order shear deformation theory (TSDT), the plates, many finite element formulations have been
formulation of the ES-MITC3 plate element is derived for the established based on the LW theory [5-7]. One of the simplest
static analysis of sandwich plates. The accuracy and efficiency approaches is the development of C°-type 3-node triangular
of the proposed approach are verified through some benchmark plate elements. However, the pure CO-type elements cannot
sandwich plates subjected to sinusoidal or uniform distributed  g|iminate the transverse shear strains when used to predict thin
loads. plates and cause the shear-locking phenomenon. To remedy
this phenomenon, the transverse shear strains are separately
interpolated according to the Discrete Shear Gap (DSG3) [8]
or Mixed Interpolation Tensorial Components (MITC3)
|. INTRODUCTION techniques [9]. Recently, Liu and Nguyen-Thoi [10] have
proposed the smoothed FEM (SFEM) to reduce differences in
the strain fields given by 3-node triangular plate elements.
- A ; ; . X According to the SFEM, the strains fields are usually modified
adhesively bonding with a lightweight but thick core. The iy elgments, or domains of elements sharing common
sandwich plates are widely used in many engineering  oqqe0 o nodes, respectively called the cell-based (CS-), edge-
structures because of th.elr advqntageous properties of high based (ES-) or node-based (NS-) FEM. The combination of
bending strength-to-weight ratio, acoustical and thermal o "seEn it the DSG3 plate elements to construct ES-
insulation [1]. Consequently, many researchers are interested  ng3 5ng ©5-DSG3 elements [11, 12] have been developed
in studying deformation theories and solving methods of the ¢ 1y sis of laminated composite and sandwich plates based
sandywch plates. Defor_matlons (_)f the sandwich plates can be on the FSD-LW and TSD-LW theories. Similarly, the ES-
predicted by the equivalent single-layer (ESL) theory or  n4i1c3 alement has also been proposed for static analysis of
layerwise (LW) theory besides the 3-dimensional elastic . ijavered composite plates using the FSD-LW theory [13].
theory which models each layer as a 3-dimensional Therefore, in this paper, the ES-MITC3 element is formulated

deformable body [1]. The ESL .theory replaces Qonstitutive for 3-layer sandwich plates employing the TSD-LW theory.
behaviors of all layers by an equivalent one of a single plate.

In contrast, the LW theory considers deformations of each In the next section, the displacement fields of the TSD-LW
layer as separate plates but constrains the continuity of the  theory for 3-layer sandwich plates are briefly presented and
deformations at the interfaces between layers. Among these  then the ES-MITC3 element is constructed. Some sandwich
theories, the LW theory can represent the deformations  plates are statically analyzed to verify the presented element
through the plate's thickness better than those given by the  in Section 3. In the last section, several conclusions are
ESL theory and consumes less computational cost in  withdrawn.

comparison with the 3-dimensional elastic theory. Instead of

Keywords—ES-MITC3 plate element, layerwise theory, TSDT,
sandwich plates

Sandwich plates are special cases of multilayered
composite plates, which consist of two thin but stiff skins

using the first-order shear deformation theory (FSDT), the Il. ES-MITC3 ELEMENT FOR SANDWICH PLATES USING
displacement fields in each layer in the LW theory can be TSDT FOR LAYERWISE THEORY
described by the higher-order shear deformation theory Consider a t-thickness sandwich plate, including 3 layers

(HSDT). By including such higher-order functions as third-  with the corresponding thicknesses ti, t,, and ts, subjected to
order polynomial, trigonometric, hyperbolic, or exponential  transverse distributed load g as shown in Fig. 1a. Employing
functions into the displacement fields, the HSDT improvesthe  the TSDT to describe the displacement fields for each layer

978-1-7281-9982-5/20/$31.00 ©2020 IEEE 59
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and constraining displacement continuity at the interfaces
between layers, the displacement fields of the 3-layer
sandwich plate according to the TSD-LW theory are [12]

H(a-o)

Liga, bk <z>,£ﬁ<1>+%¢< —e g

X 6 X 3 X
p2 g Lo H¢<1 H(z-02) B0 oz
(Zz _szg)ﬂ>§2> -C,2; >§2>; v =(Zz _szz3):8)<:z> _sz§¢§2> (1)

u® =(§—§ B 24 B/f ‘gwi”+(za—c323)ﬂ£3>—c3z§¢§3>

t
v<3>:(zf€2 B - é¢ 3[3 g3¢§3>+(zgfcgz§)ﬁ§3>fcgz§¢§3>

in which, wo is the deflection of the plate; us, v¥> and w<>
are respectively the x-, y-, z-directional displacements; £~
and 3, are the rotations of the vector normal to the midplane;
&> and ¢, are the wrapping variables; ¢, = 4/(3t2); and k
=123

B .
L X :|L1. —
| 1{3) X,
il A
z,[w" =
(A 2) v,
g6/

(b)

Fig. 1. (a) Displacement fields of a sandwich plate under transverse load;
(b) Nodal displacements of 3-node triangular element for TSD-LW
theory

The TSD-LW theory-based displacements of the sandwich
plate are approximated by nodal displacements of 3-node
triangular as follows [12]

3

W = ZNI o3 x le v y
= =

3

Z Iwyl' y ZN|¢><|

1=1

Z ngx:(>'
" 2

herein, woi, &4, 8™, @™ and ¢, are the deflections,
rotations and wrapping variables of node | as defined in Fig.
1b; and N, are the C° shape functions.
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From the displacement fields in Eq. (1) and their
approximations in Eq. (2), the strain fields in each layer can
be expressed by the nodal displacements

o o M} e
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For a 3-node triangular element with the nodal coordinates
(X1,y1), (X2,y2) and (xs,ys), derivatives of the shape functions N,
with respect to x and y are determined by

b-c d-a, c —d —b a
N,,=— N, = TN, = i N N, =— N, =—
1x ZAE Ly = 2'% 2% ZAa 2y = ZAE 3,x 2’% 3y 2&

an

witha=xX2—x1, b =y2—y1, C=y3—Yy1, d =x3— X3 and A¢: area
of the element.

The transverse shear strains purely derived from the
displacement approximation in Eq. (2) will cause the shear-
locking phenomenon when the sandwich plate's thickness
reduces. To use the 3-node triangular element for analysis of
both thin and thick plates, the transverse shear strains in Eq.
(4) are separately interpolated and connected with the
displacement approximation through tying points according to
the MITC3 technique [9]. By employing one quadrature point,
the transverse shear strains are explicitly related to the nodal
displacements [14] as follows

3
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The strain fields of the MITC3 triangular element are
constant on each one. Differences in the strains between
elements can be reduced by applying the edge-based
smoothed (ES) finite element method [10]. In this method, all
strain fields of the MITC3 element are averaged on domains
bounded by straight lines connecting 2 nodes of an edge with
2 centroids of 2 elements sharing the edge as illustrated in Fig.
2a. As a result, the strain fields of the ES-MITC3 element are
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g - — _[ eMdA= Z(z B +B<2,>+B<3,>Jrzlfo”>)dI
Aes s

) (17)
?MITC3<k> _ ES A;[ YMITCB<k>dA _ ;(Slr\f|rc3<k> 4 ZfS<ZK,>)d,
wherein,
5 1 E Ec
1I|< :KZ:;% e E%ngle;
- 1 Ee
Bskl = i 3Ie Zi (18)
AE s e=1
MIT(23<k Ez i% Si\:"!cg k>, MITC3<k *A‘%EZ ;IIII'LCS
s e=1

and Ags, Nes and Egs are corresponding to the area, the number
of nodes and elements of smoothing domains.

Fig. 2. (a) Edge-based smoothing domains for a mesh of the ES-MITC3
elements; (b) Direction definition of the orthotropic layer <k> in the
cartesian coordinate system

Consider layer <k> with the orthotropic material
properties E1<k>, E2<k>, Glz<k>, G13<k>7 G23<k>, V12<k> and V21<k>,
and & is the angle between the E;*>-direction and x-axis as in
Fig. 2b. The stress-strain relationships of layer <k> are [1]

K ok ok
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in which
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The principle of virtual work of the 3-layer sandwich plate
with the area Ao under transverse distributed load q is
expressed by

: ) S MITC3(K)
;,{(& ) cmdA+§£(5y ) “dA= j&wqu (21)

Substituting the relationships between the stresses and
strains in Eq. (19), and the strains and nodal displacements in
Eg. (17) into Eq. (21), the discretized equilibrium equations
can be obtained Kd = F, in which d is the nodal displacements
of the plate, K and F are respectively the plate stiffness matrix
and force vector assembled from
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I1l. NUMERICAL VERIFICATION

In this section, the efficiency of the proposed element is
verified by static analysis of simply supported square
sandwich plates under sinusoidal or uniformly distributed
loads. The square sandwich plates with length a and thickness
t consist of skin, core and skin with the corresponding
thicknesses 0.1t, 0.8t and 0.1t as shown in Fig. 3.

A. Sandwich Plate under Sinusoidal Distributed Load

Consider the square sandwich plate subjected to sinusoidal
distributed load qosin(zx/a)sin(zy/a) as depicted in Fig. 3a.
The material properties of the skins are E;=> = 1,
El<s> -— 25E2<S> G12<S> -— G13<5> -— 0 5E2<S> G23<S> o O 2E <S>
v12°%" = 0.25, and E>% = 0.04, E1~" = E;~°%, G, = 0.016,
G153 = G23=> = 0.06, 11,=> = 0.25 for the core.

The sandwich plate is discretized by meshes of N ES-
MITC3 elements on each edge to investigate convergence of
the deflection at the plate's center. As compared with the
elasticity solution [15], relative errors of the deflections given

by the different meshes of N = 8, 12, 16, 20, 24 ES-MITC3
elements are demonstrated in Fig. 4 for a/t = 4 and a/t = 100.
With the mesh N = 24, the ES-MITC3 element predicts the
deflections with relative errors below 1%. Fig. 4 indicates that
the accuracy and convergence of the suggested approach is
superior to those of the ES-MITC3 element based on the FSD-
LW theory [11], especially in the thin plate a/t = 100.

0]
0.81

0.1¢

0.1¢ ]
0.81
0.1/ ]

(b) Uniformly distributed load

Fig. 3. Geometry and sinusoidal or uniformly distributed loads of simply
supported square sandwich plates
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Relative errors of the central deflections
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= 0= ES-DSG3-FSD-LW

001 o

Relative errors of the central deflections

0.001
0.l

Element size
(b) a/t = 100

Fig. 4. Convergence rates of the deflections at the center of simply
supported square sandwich plates subjected to sinusoidal distributed load
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TABLE I. NORMALIZED DEFLECTIONS AND STRESSES OF SIMPLY SUPPORTED SQUARE SANDWICH PLATES SUBJECTED TO SINUSOIDAL DISTRIBUTED LOAD

alt Methods W O Oy T T,
Elasticity [15] 7.5962 1.5560 0.2595 0.2390 0.1072
Q18-3D-FEM-LW [7] 1.5700 0.2600 0.2300 0.1080
Q9-FEM-HOZT [6] 7.5822 1.5306 0.2581 0.2436 0.1147

4 ES-DSG3-FSD-LW [11] 7.6585 1.4624 0.2484 0.2352 0.1025
MITC3-TSD-LW 7.6201 1.5037 0.2487 0.2372 0.1052
ES-MITC3-TSDT [16] 7.1564 1.4959 0.2377 0.2816 0.1166
ES-MITC3-TSD-LW 7.6503 1.5096 0.2495 0.2386 0.1062
Elasticity [15] 2.2004 1.1153 0.1104 0.300 0.0527
Q18-3D-FEM-LW [7] 1.1590 0.1110 0.3030 0.0550

10 Q9-FEM-HOZT [6] 2.1775 1.1528 0.1143 0.3058 0.0575
ES-DSG3-FSD-LW [11] 2.1991 1.1407 0.1083 0.2965 0.0506
MITC3-TSD-LW 2.1922 1.1390 0.1081 0.2973 0.0519
ES-MITC3-TSD-LW 2.1903 1.1436 0.1085 0.2988 0.0528
Elasticity [15] 1.2264 1.1100 0.0700 0.3170 0.0361
Q18-3D-FEM-LW [7] 1.1100 0.0700 0.3170 0.0360
Q9-FEM-HOZT [6] 1.2121 1.1103 0.0742 0.3272 0.0399

20 ES-DSG3-FSD-LW [11] 1.2228 1.1017 0.0692 0.3147 0.0351
MITC3-TSD-LW 1.2195 1.0983 0.0691 0.3145 0.0356
ES-MITC3-TSDT [16] 1.1906 1.1019 0.0678 0.3666 0.0409
ES-MITC3-TSD-LW 1.2241 1.1028 0.0693 0.3161 0.0365
Elasticity [15] 0.8923 1.0980 0.0550 0.3240 0.0297
Q9-FEM-HOZT [6] 0.8814 1.0982 0.0592 0.3426 0.0322

100 ES-DSG3-FSD-LW [11] 0.8885 1.0904 0.0546 0.3241 0.0316
MITC3-TSD-LW 0.8863 1.0868 0.0544 0.3193 0.0277
ES-MITC3-TSDT [16] 0.8876 1.0902 0.0545 0.3719 0.0333
ES-MITC3-TSD-LW 0.8898 1.0912 0.0546 0.3212 0.0289

The normalized defections and stresses

_100E,t°
W. =
° geat

w(a/2,a/2);

z, :ﬁaxx(a/z,a/z,t/z); 5, :ﬁaw (a/2.a/2,/2) (24)

0 0

Iy

t t
T,=—1,(0a/2,0); 7,=— 2,0,0
xz qoa T ( a/ ) Tyz qoa Tyz (a/ )

obtained by the mesh of N =24 ES-MITC3 elements are listed
in Table 1. With various values of a/t = 4, 10, 20 and 100, in
comparison with the elasticity solution [15], the presented
element usually gives better results than those provided by the
ES-DSG3 based on the FSD-LW theory [11] and MITC3
based on the TSD-LW theory because the presented element
employs both the TSD-LW theory and the edge-based strain
smoothing method. The results of the ES-MITC3 element also
well agree with those of the 3-dimentional quadrilateral
element Q18 using layerwise theory (Q18-3D-FEM-LW) [7]
and the quadrilateral element Q9 employing the higher-order
zig-zag theory (Q9-FEM-HOZT) [6]. Because of using the
LW theory, the proposed element predicts more accurate
deflection and stresses than those of the ES-MITC3 element
employing the ESL theory, especially for thick plates.
However, the presented element consumes the computational
time about 3.5 times those using the ESL theory.

B. Sandwich Plate under Uniformly Distributed Load

In this example, the sandwich plate with a/t = 10 subjected
to uniformly distributed load qo is studied as illustrated in Fig.
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3b. The material's constitutive matrices of the core and the
skins respectively are Qcore and Qskin = RQcore, iN Which

0999781 0231192 0 0 0
0231192 0524886 0 0 0
Que=| © 0 0262931 0 0 (25)
0 0 0 0266810 0
0 0 0 0 0159914

To investigate convergence of the presented element in
this example, the deflections at the plate's center determined
by the meshes of N = 8, 12, 16, 20 and 24 are compared with
those provided by the analytical method [17] for R =5 and 15.
The graphs in logarithmic scale of the mesh sizes versus the
relative errors given by the ES-MITC3 and CS-DSG3
elements are plotted in Fig. 5. For both cases R = 5 and 15, the
ES-MITC3 element achieves better accuracy and convergence
of the deflections than the CS-DGS3 element does [12]. The
mesh of N = 24 also gives the convergent deflections with the
relative errors below 0.2% and is used to predict the
normalized deflections and stresses as presented in Table 2.

W = 0.929t781W(a/2’a/2); 5. = O (a/2c,]a/2,t/2)

5 % (a/2,a/2,2t/5) 5 _Ox (a/2,a/2,2t/5) (26)
v Uo Lo Uo

_ 7,(0,a/2,0)

Xz

Yo

Owing to the smoothing strain method, the ES-MITC3
element obtains larger and more accurate values of the
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deflections and stresses than those given by the MITC3
element. The static behaviors provided by the presented
element, the 4-node quadrilateral element based on the
trigonometric shear deformation LW theory (Q4-FEM-TrSD-

0.1

)

2
5
2
3
= 001 7
£ . &
= - -
E a."\ y
£ 0001
5
g &-a-aES-MITC3-TSD-LW
:—j = ©-0C5-DSG3-TSD-LW
= 0.0001 - ; -
0.1
Element size

@R=5

LW) [5] and the FSD-LW theory-typed isogeometric analysis
(IGA-FSD-LW) [4] are similar for the cases of R =5, 10 and
15.

01y

0.001 | rs

4 =& =& ES-MITC3-TSD-L'W
0 C8-DSGI-TSD-ILW

Relative errors of the central deflections

0.000] —
0.1

Element size

(b)R=15

Fig. 5. Convergence rates of the deflections at the center of simply supported square sandwich plates subjected to uniformly distributed load

TABLE Il. NORMALIZED DEFLECTIONS AND STRESSES OF SIMPLY SUPPORTED SQUARE SANDWICH PLATES SUBJECTED TO UNIFORMLY DISTRIBUTED LOAD

— *

R Methods W G G, &, T,
Analytics [17] 258.9700 | 60.3530 | 30.0970 9.3400 4.3641
IGA-FSD-LW [4] 258.8347 | 60.2535 | 30.1094 9.3020 -
g | QFEM-TISD-LW 5] 256.7060 | 60.5250 | 30.1770 9.4120 -
CS-DSG3-TSD-LW [12] 261.0157 | 60.3499 | 30.2236 9.3010 4.0434
MITC3-TSD-LW 257.9144 | 59.9463 | 29.9783 9.2535 42379
ES-MITC3-TSD-LW 258.6256 | 60.0744 | 30.0349 9.2734 42941
Analytics [17] 152.3300 | 64.6500 | 33.9700 5.1310 3.1470
IGA-FSD-LW [4] 159.4059 | 65.2297 | 33.5008 4.8733 -
1o | QEFEM-TISD-LW 5] 155.4980 | 65.5420 | 33.5910 4.9710 -
CS-DSG3-TSD-LW [12] 161.4662 | 65.4388 | 33.6964 4.8756 3.9375
MITC3-TSD-LW 158.7989 | 64.8684 | 33.3381 4.845 3.9817
ES-MITC3-TSD-LW 159.2461 | 65.0049 33.401 4.8554 4.0332
Analytics [17] 121.7200 | 66.7870 | 34.9550 3.2380 3.9638
IGA-FSD-LW [4] 121.7764 | 66.6792 | 35.0797 32111 -
15 | QEFEM-TISD-LW 5] 115.9190 | 67.1850 | 35.0810 3.3180 -
CS-DSG3-TSD-LW [12] 1237309 | 66.9754 | 35.3273 3.2135 3.8623
MITC3-TSD-LW 121.3194 | 66.3008 | 34.9017 3.1916 3.8561
ES-MITC3-TSD-LW 121.6675 | 66.4372 | 34.9685 3.1984 3.9052
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Abstract—Evolution from todays host-centric network archi-
tecture to a data-centric network architecture, named data
networking (NDN) is a proposed Future Internet architecture
based on content name-oriented that pushes and caches data to
edge gateways/routers. If the content is popular, the previous
queried content can be reused multiple times and it should be
kept in the limited size of storage longer than unpopular contents.
In the context of mobile data networks, researchers conclude
that NDN is one of the best fit solutions in mobile edge caching.
Thus, it is critical to study an efficient replacement policy to
achieve a higher hitting rate than the original policies applied
in NDN protocol. This paper proposes a novel Popular Content
Prediction and Collaboration (P2C2) in the context of mobile edge
caching. OPNET simulation tool is used to conduct long term
evolution (LTE) network integrated with NDN protocol and our
proposed P2C2 replacement policy. The simulation results show
that the hitting rate value of P2C2 is higher than Time-aware
Least Recently Used (TLRU) and Least Frequently Used (LFU)
significantly, and P2C2 reduces the traffic of back-haul while
facilitating the offloading of server traffic.

Index Terms—Replacement policy, named-data network, mo-
bile edge network, green information technology

I. INTRODUCTION

With the convergence of cloud computing with social media
and mobile communication, the types of data traffic are
becoming more diverse while the number of Internet users
is increasing exponentially [1]. Millions of multimedia files
are generated and shared by producers and consumers, which
poses high requirements for the network bandwidth and data
storage, and causes overload on the server [2] [3]. Thus,
Internet users and mobile subscribers often feel unsatisfied
with the performance in terms of delay, jitter and throughput.

Under such a background of traffic growing and number of
massive uses increasing, existing network architecture meets
challenges. The network technology for todays Internet was
created in the 1960s and until this time, it is still based on
host-centric network architecture and the pear-to-pear (P2P)
principle. On the other hand, in the future of social media,
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Internet subscribers care about the data content they wish to
get much more than where the content comes from [4].

Evolution from information centric networking (ICN),
named data networking (NDN) was first proposed by V.
Jacobson in 2009 and at this time, NDN is not only a theory
proposal but also capability for the real world implementation
[5]- [8]. In order to alleviate the bandwidth problem while
considering the feature of Internet subscribers, the NDN is
proposed to effectively distribute popular data content to a
huge number of users [9]. By pushing and caching popular
arrived content as long as possible to edge gateways/routers,
the NDN trends to spread caches all over the network and
maximize the probability of sharing with minimal upstream
bandwidth demand and lowest downstream latency. For this
reason, NDN nodes request and receive content one time,
and arrival content can be consumed many times. When a
huge number of users request for the same data content,
the NDN gains more effective distribution content than P2P
connectivity. To prevent buffers from overflowing, NDN node
maintains a timer to track time-to-live (TTL) for each content
and does a replacement algorithm rather than holds all contents
permanently [11]. Time-aware Least Recently Used (TLRU)
and Least Frequently Used (LFU) replacement policies are two
famous algorithms for ICN but they ignore the advantage of
NDN as follows.

o« TLRU and LFU only base on property of object name
to make replacement decisions. Since, TLRU uses a
time-stamp on object name while LFU uses a frequency
occurrence of object name.

e TLRU and LFU cannot recognize the popularity ranking
of new content coming and cause highly accessed content
to be replaced by the new one.

o All contents have the same lifetime while their popularity
ranking are very skew.

In order to fully exhibit better performance of NDN com-
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pared to traditional network architectures, it’s critical to design
a highly efficient replacement policy for the NDN. In this
paper, we propose a novel replacement policy, named Popular
Content Prediction and Collaboration (P2C2) in mobile edge
caching. The P2C2 considers multi-level prefix (MP) of all
contents in the CS, then determines popularity ranking and
gives suitable lifetime for each content, including new coming
content. Moreover P2C2 periodically exchanges MP tables
among close by NDN nodes to improve the performance of
cache.

Due to the important as compared to the existing TLRU or
LFU solutions, the P2C2 schemes have the following unique
features:

o We carefully investigate the characteristics of NDN where
the name of data content includes multi-levels of prefixes.
We add the MP table to handle multi-level prefix names
with timer and counters.

o The way Internet users request content is fine turned with
Pareto principle, that is 20% popular content is requested
by 80% number of users.

o The prefix of popular data contents always appears with
a high probability and vice versa.

o Content with high popular prefix (e.g. popular publisher
server, related novel content) will be popular too.

From the background of NDN, we conduct NDN protocol
on top of IP layer in the context of mobile edge caching for
LTE networks. The existing TLRU, LFU and our proposal
P2C2 replacement policy have been successfully constructed
in the NDN. Our simulation results prove that NDN is a good
solution for existing challenges of traditional IP networks. And
P2C2 outperforms TLRU, LFU with highly effective caching.

The remainder of this paper is organized as follows. We
review some new proposal effective caching policies for NDN
in Section II. In Section III, we present our replacement
algorithm. Section IV describes our network architecture
simulation and verifies simulation results. Finally, Section V
concludes this paper.

II. RELATED WORKS

As a proposed future Internet architecture, Named Data
Networking (NDN) is designed to network the world of
computing devices by naming data instead of data containers
as IP does today [10]. In NDN node, two types of packets
are interest packet (IntPk) and data packet (DataPk) identified
data content by name, and three data structures are Forwarding
Information Base (FIB), Pending Interest Table (PIT) and
Content Store (CS). When an NDN node receives the IntPk,
it looks for data content in CS and DataPk is replied if found
content, otherwise IntPk is checked in PIT. The PIT keeps
track of list of users for unsatisfied IntPk while the FIB is a
table of outbound faces for IntPks. And unsatisfied IntPks are
forwarded upstream toward potential content sources. Then
returned DataPk will be sent to single or multi-downstream
and CS keeps received content for the next response. For this
reason, NDN can naturally reflect the popularity, but we need
an acceleration.
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Fig. 1. An example prefix tree structure.

In the most recent article [12], some of potential solutions
of content-centric networking (CCN) known as NDN based
edge caching for 5G network have been proposed. The edge
caching performance gains the QoS of end-users as well as
traffic offloading significantly.

Similar to [12], there is a lot of research focusing on mobile
edge caching with content popularity prediction, typically
in [13] and [14]. In [13], by analyzing user preferences,
authors propose algorithms that perform different caching
which achieve better performance than general methods. And
in [14] artificial neural networks are used to learn the content
popularity matrix by observing the instantaneous demands
over time.

Last but not least, because of the limits on storage size,
limits on the ability to process data at the nodes, simple and
effective caching at NDN nodes should be taken into con-
sideration. Different from previous works, OPNET Modeler
is used to conduct our proposed protocol in the mobile edge
caching network. Indeed, a distinguished OPNET feature is
the detailed models of network equipment and everything in
OPNET happens in a way that closely follows real network
behavior [15]. Especially, packet processing above the data
layer in OPNET closely mirrors the way real-world network
equipment works. We are going to present our proposal P2C2
replacement policy in the next section.

III. P2C2 REPLACEMENT ALGORITHM

In replacement policy, it is not enough to consider only
the name of content. That is to say, well-known publishers
always make popular content and the history of prefix can
tell us everything. We handle the history of all multi-level
prefixes by using an MP table, then effective caching is
done with extending lifetime for popular content. The other
important thing is collaboration between neighboring edge
routers. Indeed, if neighbor routers exchange the MP table,
they will gain effective caching.

A. Multi-level Prefix structure

Names of content are hierarchically structured and human
readable. NDN node uses the longest prefix mapping to
lookup the name in CS, PIT and FIB when it serves for
arrival IntPks. For notational convenience, names are presented
like Uniform Resource Identifier (URI) with “/” characters
separating components. Fig. 1 is an example structure of name
with 5-levels tree form. On the top of the tree structure, “root”
element is called globally routable name [10]. NDN published
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TABLE I
SUM UP MULTIPLE SKEWNESS FACTORS OF POPULAR CONTENT.
Factor Prefix index Content index(N) Number of popular contents
0% id(1)—id(4) | (Number of index with Probability) over total contents
90 Uniform(l, 5) 3 with 94% (3525/31250) ~ 11%
47 with 6%

80 Uniform(l, 5) 6 with 88% (6600/31250) ~ 21%
44 with 12%

70 Uniform(l, 5) 10 with 80% (10000/31250) ~ 32%
40 with 20%

60 Uniform(l, 5) 14 with 72% (12600/31250) ~ 40%
36 with 28%

50 Uniform(l, 5) 50 with 50% (15625/31250) = 50%

servers repeat at a time interval to broadcast the roots name
to the whole network. When NDN nodes receive the roots
name, they add to their routing table (FIB) and then continue
forward roots name to neighbor nodes. In some cases, either
NDN published server or NDN nodes at the middle of network
are disconnected, all NDN nodes can realize a changing of
network and reconfigure FIB by receiving periodic roots name.

Power-law distribution supported by OPNET modeler is
used to create a huge number of prefix indexes. For instance,
a large number of names are based on the tree structure
“root/id(1)/id(2)/../id(i)/../id(M)”, with id(7) follows the prob-
ability density function (PDF) in equation (1) and 1 <17 < M.

- (1)

With x is a continuous random variable and 0 < x < b, ¢
is a shape parameter and b is a scale parameter. To reflect the
real world information, D. Rossi et. al., [16] summarize some
of the most relevant system parameters used in related works.
In [16], the number of content in the considered catalogs can
be as low as 250 objects, topping to 20000 objects. We realize
that the object size is extremely small compared to the real
world of Internet catalog (e.g. 10% contents for YouTube and
5x 108 contents for BitTorrent). In other words, the number of
contents is all underestimated because of limited simulation.
Compared to [16], we expect 30000 contents are good enough
for the replacement algorithm performance coverage to final
state. For this reason, 5 different prefix indexes are set up
from id(1) to id(4), while 50 different indexes are chosen for
Content(N = 50). If prefix indexes of all levels are selected
by Uniform distribution, the total number of names is up to
31250 names exceeding the expected norm.

Let 0% < 0 < 100% is a skewness factor on the number
of potential popular content. Recall that 6% of requested
contents are focused on (100 — 6)% of popular contents.
Table I summarizes a number of popular contents based on
a combination of Uniform and power-law distribution.

B. Drawback of TLRU and LFU

Normally, all contents in the CS are marked with a times-
tamp [10]. When contents are responded to satisfy IntPk, the
time stamp of used contents will be up-to-date. Moreover, the
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CS maintains the same lifetime for all contents and period-
ically refreshes a memory by checking TTL of all contents.
Old contents are deleted if time-out, otherwise recently used
content is kept in the memory.

The drawback of TLRU and LFU often happens when
memory of the CS is fully filled. Let us consider a situation
where memory was in full condition and new unpopular
content arrived. Because the CS do not know the popularity
ranking of new content, one popular content in CS may be
deleted and replaced by a new unpopular one. For this reason,
the hitting ratio of TLRU and LFU cannot gain maximum
value. By carefully handling the MP table to analyze aspects
of timestamp, counter on multi-level prefix name and popu-
larity ranking contents, the P2C2 algorithm is able to predict
popularity ranking of new content and avoid to replace high
rated content in the memory.

C. Popular content ranking and collaboration

We have presented a multi-level prefix, they are hierarchical
structure and human-readable. Let Cp[i] is a counter for the
it" prefix. After the data feedback for the IntPk in the form
“ccnx:/froot/id(1)/id(2)/../id(i)/../content(N)”, the CS increases
all counters of multi-level prefix matching one time, then
lifetime of each content is calculated by equations (2) and
(3) as follows.

Cp[1] « (root/id(1)) + +
Cpl2] « (root/id(1)/id(2)) + +

Cy[N] « (root/id(1)/id(2)/../id(i)/../content(N)) + +
(2

N

b =ty % Z (w[i] x Cyli]) 3)

With ¢,, wli] are variable lifetime units and weight units
of C,[i] respectively. Note that unpopular content can utilize
vacant memory to contribute a certain percent of hitting rate.
For this reason, at the refresh time, if CS still has free space
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to store more content, none item is deleted even though the
lifetime of some contents could end.

Hitting rate (H %) as shown in equation (4) is an important
metric benchmark for replacement algorithm with f,.., is a
number of arrival IntPks in one cycle time as known as a
request rate of the CS. It should be noted that f,.., is equal to
sum of number of cache hits and number of cache misses.

Number of cache hits
frcq

In the mobility environment of Internet mobile subscribers
(MSs), the request rate is always an oscillation state with a
variable number of users. We handle the effect of dynamic
request rate by controlling a lifetime unit (¢,,). The ¢,, value is
adaptive adjusted based on measuring a number of requested
content in one cycle time (e.g. 60 seconds) as follows.

o When f,., value increases high, the CS is full filled faster
and replacement policy has to be implemented. To avoid
cache removing some popular contents, we decrease t,
value associated with the increasing of f,.., value. As
shown in equation (3), lifetime of all contents (t;) is
reduced too. Thus, unpopular contents are found and
deleted faster before new contents arrive.

When f,., value decreases low, we increase t,, value to
keep contents in CS as long as possible. For this reason,
ty X freq is a constant.

Among close-by NDN nodes, they can cooperate with others
to find out popular contents quickly than itself. The method
of operation is very simple, that is all NDN nodes notify their
neighbors about the highest popular prefix found in the MP
table. In this study, the cooperative interval time is fixed at
30 seconds. If the CS found similar received popular prefixes
from others, longer lifetime is given for all relative contents
by increasing lifetime unit 10%. For this reason, higher hitting
rate and faster convergence speed to final state are achieved.

H(%) 4)

IV. NETWORK SIMULATION AND RESULTS
A. Network architecture

OPNET Modeler 16.0 is used to perform NDN proto-
col with multiple replacement policies in the context of E-
UTRAN Node B (eNodeB) caching [18] [19]. NS-3 based
NDN (ndnSIM) simulator tool is another famous open source
specifically designed for NDN [20]. However, ndnSIM is
limited to realistic wireless network simulation while OPNET
fully supports WiFi, WiMax and LTE networks.

The LTE network simulation as shown in Fig. 2 includes
7 cells. Each cell has eNodeB, NDN processor node and
25 LTE mobile stations (MSs). There are 2 scenarios in the
simulation: (i) the first scenario considers 3 types of replace-
ment algorithm which are stand-alone operation, e.g. TLRU,
LFU and P2C-only (Popular Content Prediction), and (ii) the
second scenario considers cooperative caching between 7 cells,
e.g. P2C2 (Popular Content Prediction and Collaboration).

Through caching policy in ICN has been studied by several
researchers [12]- [15], files size (F') are random selected by
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eNodeB and 25 LTE MSs
with CCN integration.
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Fig. 2. Network architecture.

Uniform PDF between 1 to 10Mbit(Mb) to accelerate speed
simulation. As described in multi-level prefix structure, total
consider content (| F|) is 31250 with 5 different prefix index.
Hence, the average catalog size (|F|.F) is approximately
153Gb. Size of memory in the CS (Cy;,.) is varied at
800Mb, 1.5Gb, 3.0Gb and 4.5Gb to determine the perfor-
mance caching. The relative cache sizes (lcﬁg’/) are taken into
account, they are 0.5%, 1.0%, 2.0% and 3.0% respectively.
Comparing relative cache sizes with [16] and [17], they are
all in range of important value consideration.

Similar with [17], an arrival rate of IntPk to NDN node is
in range from 1 to 10Hz, we config arrival rate varied around
SHz. With 25 users exist in one cell, users send IntPk with
interval time 5 seconds. Furthermore, the requested contents
from users are realistic with randomize starting requested time
and slightly random inter-arrival time around 5 seconds for
each user. With 3000 seconds simulation, the total IntPks
received by the NDN node is 15000 times which is must higher
than popular potential contents. So, hitting rate value can
quickly convergence to final state within limited simulation
time. Table 2 sums up important parameters for the simulation.

B. Simulation results

For better presentation results, we collect and classify all
simulation results from OPNET, export them to spreadsheet,
and use Matlab to illustrate for final simulation results. Hitting



2020 5t Inter national Conference on Green Technology and Sustainable Development (GTSD)

TABLE II
SUM UP IMPORTANT PARAMETERS FOR THE SIMULATION
Element Attribute Value
Cell diameter 2000 meters
Antenna gain 15 dBi
Maximum transmission power 05 W
Receiver sensitivity -200 dBm
LTE eNodeB selection threshold -110 dBm
Duplex technique FDD
Carrier Frequency (UL/ DL) 1920/ 2110 MHz
Multiple access (UL/ DL) SC-FDMA/ OFDMA
Bandwidth 20 MHz
Path loss Free space and without fading
LTE/WAN | Link between enodeBs/gateways | OC-24 data rate
Link for server 1000 BaseX
CCN directory root/id(1)/1d(2)/id(3)/id(4)/content(N)
File based popularity As shown in Table I
LTE MSs Start time 100 + Uniform(0,10)s
IntPk inter-arrival time 5 + Uniform(0,2)s
IntPk time-out 2 seconds
CCN root cenx://root/
File size (F) Uniform(1,10)Mb
Server Number of files (| F'|) 31250 files
Catalog size (|F|.F) 31250*E[Uniform(1,10)Mb]~153Gb
Packet size 1024 bits
Publish root’s name interval 100 seconds
Cache size (Csjze) 800Mb; 1.5Gb; 3.0Gb; 4.5Gb
Relative cache size (‘leﬁlﬁﬁ) 0.5; 1.0; 2.0; 3.0 %
NDN node | Replacement policy TLRU/ LFU/ P2C-only/ P2C2
Interval refresh CS 1 second
MP table exchange interval 30 seconds
o TTL in the storage area. In case of TLRU/LFU in Fig. 3b,
%’d ol 4 <00 - after the total bit in cache reached the up-bound of cache
E AT R size, the CS is always in the fulfilled condition and leads to
] o‘oa”&fﬂo‘o,,? % Jve?, ? -~ 750 .
g a0 M RN L AL TAN B . the poor replacement of highly accessed content. In case of
& : z N P2C-only/P2C2, because adaptive TTL is based on popularity
0 1000 2000 w0 Sl | ranking contents, some less popular contents are deleted only
@75 £ if the total bit has reached the up-bound of cache size. Then,
=7 g - - - TLRU and LFU the total bit storage drops back to a lower value and keeps
El S . . .
P available space for new coming contents. This feature of P2C-
z” only/P2C2 trends to effective caching.
3 60 b) Impact of replacement policy on hitting ratio: Fig. 4a
0 1000 2000 3000 4505 1000 2000 3000

Simulation Time (s) Simulation Time (s)

(a) Request rate arrival every 60 seconds (b) Total bit cache in NDN node

and adaptive lifetime unit

Fig. 3. Impact of request rate on TTL content.

rate at the final coverage state is the most important metric to
be verified in the simulation results.

a) Impact of request rate on TIL contents: One
of the important differences between P2C-only/P2C2 and
TLRU/LFU is TTL contents in the CS. For TLRU/LFU, the
TTL value of all contents are similar (e.g. 30 minutes) while
the TTL for P2C-only/P2C2 is variable due to equation (3).
As shown in Fig. 3a, the lifetime unit is adaptive controlled
to follow a number of request rate arrival NDN nodes every
60 seconds.

Fig. 3b is a more detailed illustration of the effect of
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illustrates effect of multiple types replacement policy when
we fixed relative cache size at 2%. With the same network
configuration and the limited size of memory, P2C2 achieves
good performance with the highest hitting ratio, followed by
P2C-only, TLRU and LFU, respectively.

Fig. 4b shows the performance of multiple replacement
policies when the skewness factor is varied from 50% to 90%,
and the relative cache size is 2%. As shown in Fig. 4b, when
the skewness factor is near 90%, a small amount of content
attracts large numbers of requests for access and a high hitting
ratio is achieved. In the opposite direction, contents tend to
spread the popularity index leading to gain low hitting ratio.
With any scenario, P2C-only/P2C2 always give much better
performance than TLRU/LFU.

¢) Impact of cache size on hitting ratio: In Fig. 5a, NDN
node uses P2C2 and the relative cache size is set in turn at
0.5%, 1.0%, 2.0% and 3.0%. The results show that hitting
rate values at the final state are 45%, 55%, 63% and 63%
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respectively. From the above results, we notice that when
we expand a cache volume, a higher hitting rate can be
gotten. However, the growth of hitting rate does not linearly
increase with cache volume. As shown in Fig. 5a, when cache
size is large enough with relative cache size 2%, P2C2 can
handle most of high ranking popular contents. If we continue
to enlarge the cache volume to relative cache size 3%, the
algorithm performance gain decreases.

Fig. 5b gives us a big picture about final coverage states
of multiple replacement policies with multiple relative cache
sizes. Again, P2C-only/P2C2 always outperform with higher
hitting rate than TLRU/LFU in all situations. Moreover, with a
simple cooperation among adjacent cells, P2C2 can gain more
than 1% to 2% hitting value higher than P2C-only.

Fig. 5b also illustrates the impact of cache size on perfor-
mance. The gap of hitting rate value between P2C2 and LFU
is 10% at relative cache size 1%. When relative cache size
increases to 2% and 3%, the slope of the curve turns to be
flatter and the gap value reduces to 8% and 5%, respectively.
Thus, there is a tradeoff between cache volume (cost) and
algorithm performance, and we can make a balance to choose
suitable cache size.

V. CONCLUSION

We have presented a new type of cache decision and
replacement policy applied for NDN. Our algorithm engages
NDN nodes can achieve higher hitting rate, effective caching

and increase offloading server significantly. The simulation
configuration has referred to the most recently existing papers
and partitions that reflect the real world. We plan to further
improve P2C2 through more complex and effective coopera-
tion by sharing the whole multi-level prefix tree and dynamic
cache size allocation. Then, in the near future, we will publish
the NDN module to the OPNET community.
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Ritz Solution for Static Analysis of Thin-Walled
Laminated Composite I-beams Based on First-Order
Beam Theory
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Abstract—Ritz solution is proposed for static analysis of
thin-walled laminated composite I-beams in this paper. Beam
model based on the first-order beam theory. The governing
equations are obtained from Lagrange’s equations. Ritz’s
approximation functions are developed to find the deflection of
thin-walled beams under concentrated and uniform loads.
Numerical results are presented and compared with those of
available literature. Effects of fiber orientation, boundary
conditions, and shear deformation on the displacement of thin-
walled laminated composite I-beams are investigated. It can be
seen that the Ritz method is efficient and straightforward for
static analysis of thin-walled laminated composite I-beams

Keywords— Ritz method, Thin-walled composite beams, Static
analysis, First-order beam theory.

. INTRODUCTION

Composite thin-walled structures are increasingly used in
many engineering fields due to their high strength-to-weight
and stiff-to-weight ratio. Thin-walled profile structures are
produced in a variety of cross-sections, including channel,
rectangular box, square tube, I-sections... in which I-section
are becoming popular owing to convenience in production,
connection, and erection.

The first thin-walled theory is proposed by Vlasov [1] for
isotropic material. After that Bauld and Lih-Shyng [2]
developed Vlasov’s theory for thin-walled composite beams.
Park et al. [3] predicted the deflection of thin-walled beams
with an open section by Vlasov’s theory. Lee and Lee [4] also
analysed the static responses of thin-walled composite beams.
It is seen that Vlasov’s theory ignored shear trains, therefore,
it is suitable for slender beams. For moderate beams, the shear
effect becomes an important roll. Lee [5] developed a first-
order beam theory (FOBT) for the bending response of thin-
walled composite beams. In this study, a uniform load is
considered for the deflection of beams. Back and Will [6]
analysed bending and buckling behaviours of beams based on
FOBT. Sheikh and Thomsen [7] developed a model beam
considering shear effect to analyse the bending responses of
beams. Kim et al. [8] applied FOBT to develop the static
solution for thin-walled beams. It can be seen that considering
shear deformation for bending analysis of thin-walled
composite I-beams is still limited.

For the computational method, finite element method is
used popularly for analysing thin-walled beams [9-11] . The
dynamic stiff matric is applied for the analysis of thin-walled
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beams [12, 13]. Recently, Ritz method is developed to analyse
free vibration and buckling responses of laminated composite
I-beams [14]. Although, Ritz method is commonly used for
beams with rectangular cross-section [15-18], it is interesting
that Ritz method is rarely used to analyse bending behaviours
of thin-walled beams.

The object of this paper is to apply Ritz method for
bending analysis of thin-walled composite I-beams. The
effects of fiber orientation, boundary conditions and
anisotropic material on deflection of beams are investigated.

1.

A. Kinematics

Consider a thin-walled beam with three coordinate

systems as shown in Fig.1. Mid-surface displacement of
beams (U,, U,, U,) are defined as follows:

THEORETICAL FORMULATION

0, (s,z)=U,(z)sina(s)-U,(z)cosa(s)-4(z)a(s) (1)
0, (s,z)=U,(z)cosa(s)+U,(z)sina(s)+4(z)r(s) ()
U (5,2) =Us (2) + 1, (2)X(8) + 2 (2) Y (8) + 2, (2) @ ($) 3)
Y usip [ ng
7 P _
I' UZ LT3
-
S
i, D U
o X%
z

Fig. 1. Thin-walled coordinate systems

where U,, U, and U, are displacements of pole point (P) in
x-, y- and z- directions, respectively; ¢ is the rotational angle

S
of cross-section about pole axis; @ (s)= J' r(s)ds is warping
So

function; y,, v, and y, are rotations of the cross-section
with respect to x, y and @ , and defined by:


mailto:duongnn@hcmute.edu.vn
mailto:kiennt@hcmute.edu.vn

2020 5™ International Conference on Green Technology and Sustainable Development (GTSD)

Xy=Ve Y =1y Yy, 2,=70-¢ @
where the prime superscript indicates differentiation with
respect to z. yy,, 7y, @nd y, are shear train and warping shear
of thin-walled beams.

The displacements at any generic point (u,, u,, u,) on the
section of thin-walled beams are written by:

u(n,s,z)=0(s,z) %)
u,(n,s,2)=0,(s,z)+nZ,(s 2) (6)
U (n,s,z)=0,(s,2)+ny,(s,2) (7)
where %, and y, are given by:
_ . _ o
X, =xy,SIna—y,cosa—y,.q, ZS:_E ®)
The non-zero strains of beams are given by:
&(ns,2)=¢,(s,2)+nk,(s,2)
=& +(x+nsina)x, +(y-ncosa)x, +(@-nq)x, ®
74 (N.8,2)=7,(s,2)+nk, (s,2)
=70 COSa +yy Sina+yor+nk, (10)
Ve (N,8,2) =7, (5,2)+nk,, (5,2)
=ynsina—y, cosa—y.q (h
where &, = % = &) + XK, + YK, +TK, ,
K :%:K sina—x,cosa—«,_q (12)
Yooz Y g ?
K,=k,, K,=0, &0 =U,, &, =1,. K, = Xy, K, = X,y
K,=0 =X, (13)

It can be seen that &°

7

Koo Ky,
biaxial curvatures in the x- and y- directions, warping
curvature with respect to the shear center and twisting

curvature in the beam, respectively.

x_ and x, are axial strain,

B. Constitutive equations

The stress and strain relations at the k™ -layer in (n,s, z)
coordinate systems can be determined as:

(k)

o, Q Q 0) |&
Gsz = Ql*e Q;G 0 7 Sz (14)
On 0 0 Q5*5 Yz
~ = Q) =~ = Q0
where: Q; =Q,; — Q_Z , Qe =Qu— %2226 5
— = Qf ~ =
QGB _QGG_—_s Q55:Q55 (15)
QZZ

In Eq. (19), Qij are the transformed reduced stiffnesses (refer
[19] for more detail)
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C. Variational formulation
The strain energy TT. of the system through volume Q is

defined by:

1
l_IE :EIQ(GZ£Z+GSZ7/SZ+GnZ}/nZ)dQ (16)

Substituting Egs. (9), (10), (11) and (14) into Eq. (16) leads
to:

II; =

N |-
O —y

[EMU;2 +2E,UU, +2E,UU, + 2(Eg+ Em)U;¢'

+2E12Ué;('y + 2E16U;;(y + 2E13U;;('X + 2E17U;;(X + ZEMU;;(;7
+2(Ejy —E5)Uu7, +EU,” +2E5,UU, +2(Eg + E )U ¢
+2E26U1';{'y + ZEGGUI';(y +2E,U, 7, +2E,U, 7, +2E,U, 7,
+2(Egy — Eg )Uy 2, + EjU, +2(Egy +Ep U9 +2E27U£;{y
+2E67U'2;gy +2E, U,y +2E, U,y +2E,.U, 7.

+2(Ejs g )U, 7, +(Egs + 2B + Eg ) 9°

+2(Eps +Ex )¢ 7, +2(Ess +Es )0 7, +2(Ess +E) 0 7,

+2(Eg; + B )@ 2, +2(Eus +Eig ) 1, + 2(Egg —Es5) 9 7,
+E22;('y2 +2E26)(;/;(y + Eeelj + 2E23;('y;(; + 2E27;('y;(X

+2E36;(y;('X +2Eg 2,2, + 2E24;('y;(;7 +2(Ej— EZS)Z;;{W
+2E46;(y;(;7 + Z(E68 - E56);(y;(w +Eu 1t + 2B, 1.7,

0 2+ 2E5u 2 Mo + 2B~ Eig) 2,20 + 2B e

+2(Es —Eg) 220 +Eaurtl +2(Eig —Eg) 20 20
+(E88—2E58+E55);(ﬂdz (17
where L and E; are length and stiffness coefficients of thin-
walled composite beams. The work done IT,, of the system

by uniform load g, and concentrated load P, applied at z_
can be expressed:

L
I, =qude+PyV(zL) (18)
0
The total potential energy of the system is obtained by:
n=I11. -11, (19)

D. Ritz method

The displacement fields of the thin-walled composite
beams are approximated by using Ritz’s approximation
functions:

UL@=-Yo@U, . UL@-Ye@u,

Us(@) =200, - 92) =2 0,4, 2,0 =20, 0Dz, -

D=2 0D » 1,@)=20,@D) 1, (20
j=1 j=1
where U, ,U,; Uy, .4, 2,4, 7, and 7, are  Ritz’s

parameters, which need to be determined and (pj(Z) are

Ritz’s approximation functions, as seen in Table 1. In this
paper, four typical boundary conditions (BCs) as clamped-
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clamped (C-C), clamped-simply supported (C-S) simply-
supported (S-S) and clamped-free (C-F) are considered.

TABLE I. RITZ’S FUNCTIONS FOR VARIOUS BOUNDARY CONDITIONS

9;(2)
B J;jz z=0 z=L
C ol
S- z z
S f(l_fj U =U,=¢=0 U,=U,=¢=0
U =U,=¢=0
C- (5)2 U =U,=¢ =0
F L Us=2,=2%=2%, =0
IV U,=U,=¢=0
Gl B S G T
U3:Zy:/¥x Zm_o
, ) , , U1:U2:¢:0 U1:U2:¢:0
C- (fj (1—Ej U =U,=¢ =0 U, =U,=¢=0
¢ Us=2,= 2= % =Ws=2,= 1= 1, =0

By substituting Eq. (20) into Eq. (19), Lagrange’s equations
are used to formulate the governing equations:
al_g Q1)
ap i
representing the of

with p; values

(Ulj o Usi o8y X Xois X ) , the bending response of the
beams can be determined by solving the following equation:

r K KlZ K13 K K?® K16 KY 7 U3 0
TKE2 K2 K2 K2 K2 K® K? U1 0
TKB TK® K® K3 K3 K¥® K U2 = (22)
TK¥ TK® TK¥ K™ K% K% K@ t={0
TKE TK® TK® TK® K K® K% % 0
TKI TK® TK® TKH T s K67 1 0
TK17 TKZ TKY TKY TKY TKY K77 1. 0

The explicit forms of stiffness matrix K and force vetor F are
given as followings:

L L L
Kj :E11I¢i¢’jdzv Kilj2 :Ele_[(Pi(deZ' K;3:El7.[¢i(pjdzl
KM (E15+E18 J‘(/’Kﬂjdz K _E12J-¢|(01dZ+E16J.¢|¢JdZ
Kilj6 = Emjgoi"(p}dz + E17J.¢)i"¢jdz )

0 0

Lo Lo Lo
Ki? = E14I¢i wjdz+(E18_E15)J.(pi(pjdz ) KIJ?Z = E66I¢i¢jdz )

0

Ki23 E67I¢.¢sz' Kij i = (s + E) J.(pl(p]dz,

Ki]?S =E, f (Dilﬁo} dz + Eg I §0iv(/’} dz
0 0

75

L L
KUZG = EBGI@'¢}dz+ E67J-(pi'g0}d2 ,

0 0

L . L o
K" = E46I¢i¢jdz+(Eea - Ese)j(”i%dz ,

0 0

Lo Lo Lo
K = E77I¢i¢idz + NO,[V’i‘deZ s Ky =(E + E78)I¢i¢jdz7

0 0 0

L o L o
Ki?s = E27I(pi(pjdz+ E67I¢i¢jdz )

0 0

L o L o
KSG = E37J'(pi(pjdz + E77fgoigojdz ,

0 0

L o L o
K’ = E47I¢i§”jdz+(E7s - Es7)j¢’i§0jdz ,

0 0

L " "
Ki‘i14 = (Egs + 2B + Ess)j(ﬂi%dz ;
0

K = (Eps + Ey)

o
N

¢|§0sz +(Ese + Ees) ¢7|(Dlj

K4e

bS]

3.
o
N

(E35 + Eas) ¢.¢sz+(E57 + E78)

KT = (Eq + Eg)

S.

3.
o
N

(PiI(P}dZ + ( Egs — Ess)

Ot~ Oy T O
Ot ™ Oy~ O e

L L .
Ki?5 = EzZ,[(Di“(D;dZ +Ey ((pi“(p‘i + (Pi‘(P} )dZ + E%J.(pi'(p'jdz '
0 0 0
Lo Lo Lo ko
Ki?G = E23I¢i ¢;dz + Ez7,|.§0i ;dz+ E35.[(/)i(pjdz - Emj(pi(pjdz 7
0 0 0 °

L L L
Ki? = E24J‘¢i“¢}dz + ( Esx —Exs )J‘(Dinﬁoljdz + E46_[¢il¢}dz
0 0 0

L
+( Egs — Ess )J.(Dil(oljdz
0

L L L
Ki?e = E33J.q0i"(0}dz +Ey (goi"wvj + §0i‘§0vj‘ )dZ + E77J‘¢iv(0}dz )
0 0 0

L L L
Ki?7 = E34J.¢7i“¢)}dz +(E38 —-Eg )J‘(Diﬂ(oidz + E47J-(Di‘(0‘jldz
0 0 0

L
+(E78 -Ey )J.goiv(P} dz

L
Ki77 E44J-¢’|¢’sz+ 48 _|.(/’|(ﬂlj+(0il(0})dz
0

>

+(E88 —2E+ Ess)J.QDi'QD}dZ
0

L
k= _[qy(/)j dz+ qu)j (ZL) (23)
0

This section is outlined as follows: firstly, the convergence
study is carried out to test Ritz’s approximation functions.
Secondly, verification is examined to evaluate the
effectiveness and accuracy of the present solution. Finally, the
thin-walled composite 1-beams are considered to investigate
the effects of fiber angle, BCs, and anisotropic material on the
deflection of beams. Material properties of beams are assumed
as: E =53780 MPa E,=E =17930 MPa

NUMERICAL RESULTS
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G, =3450 MPa , G,=G,;=8960MPa , v, =034 ,
v, =v;3=0.25. Cross-section of I-beams are shown in Fig.
2 with b =b, =b, =0.05m and h, =h, =h, =0.00208 m.

y
h——ﬂjé

o

Fig. 2. Geometry of I-beam

A. Convergence study

To test the convergence of the proposed solution, the I-
beams (L =2.5m) subjected to a uniformly distributed load
(p, =1kN/m) are considered. The web and flanges of I-

beams are assumed to be symmetrically laminated angle-ply
[60/-60],, with respect to its mid-plane. The mid-span

deflections of I-beams with various BCs are displayed in
Table 2. It is seen that the proposed solution converges at m =
10, and this number is selected for the following examples. In
comparison, the present functions converge more quickly than
trigonometric solution [15].

TABLE Il. MID-SPAN DEFLECTION OF COMPOSITE |-BEAMS SUBJECTED TO A
UNIFORM LOAD (cm).

BC m
2 4 6 8 10 12
S-S 16.392 16.896 17.005 16.997 16.998 16.998
C-F 55907 57.629 57.783 57.775 57.777 57.777
C-S 6405 6.845 6.818 6.820 6.820 6.821
C-C 3437 3.424 3.426 3.427 3.427 3.428
B. Example 1

For the purpose verification of the present solution, the
simply-supported (L=2.5m) and cantilever (L=1m) I-
beams with configuration as the previous example are
considered. Deflection at mid-span of simply-supported
beams subjected to uniform load (p, =1kN/m) are

displayed in Table 3, and deflection at free end of cantilever
beams subjected to concentrated load (P, =1kN) are

displayed in Table 4. It can be observed from these figures that
the result presents are agreement with Lee [5], Sheikh and
Thomsen [7], Back and Will [6], Kim et al. [8], which based
on first-order beam theory and solved by FEM, and slightly
larger than results of Lee and Lee [4], Park et al. [3] because
of considering shear effect.

TABLE l1l. MID-SPAN DEFLECTION OF SIMPLY-SUPPORTED COMPOSITE I-B
EAMS SUBJECTED TO A UNIFORM LOAD (cm).

Lay-up Reference
Present Lee [5] Lee Sheikh  Back
(Shear)  (Shear) and and and
Lee [4] Thomse Will [6]
(No n [7] (Shear)
shear) (Shear)
[0], 6.261 6.259 6233 6264  6.261
[15/-15],, 6926 ~ 6923 6899 6929 6926
[30/-30],, 9317 9314 9290 9320 9317
[45/-45], 13450 13446 13421 13450 13450
[60/-60], 16998 16992 16962 17.000  17.000
[75/-75], 18455 18449 18411 18460 18460
[0/90],, 9.383 9381 9299 9387  9.384
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TABLE IV. DEFLECTION AT FREE END OF CANTILEVER COMPOSITE |-BEAMS
SUBJECTED TO CONCENTRATED LOAD (cm).

Lay-up Reference
Present Kimetal. Kim et Park et
(Shear) 8] al. [8]  al.[3]
(Shear) (No (No
shear) shear)
[156/-15],  4.555 4.611 4.519 4.521
[30/-30], 6.122 6.156 6.084  6.089
[45/-45],  8.833 8.855 8.785 8.795
[60/-60], 11.162 11.18 11.10 11.12
[75/-75], 12.122 12.16 12.05 12.07
[0/90],, 6.171 6.201 6.089  6.093

Mid-span deflection of beams subjected to uniformly
distributed load (p, =1kN/m) with various ply-angle are
shown in Table 5. It is seen from this table that the deflections

increase as ply-angles increase, and is the largest for beam
with C-F BC and the smallest for one with C-C BC.

TABLE V. MID-SPAN DEFLECTION OF COMPOSITE I-BEAMS SUBJECTED TO
A UNIFORM LOAD (cm).

Lay-up BC
C-F Ccs ¢

[0],, 21274 2521 1.274
[15/-15], 23.535 2786 1.406
[30/-30], 31.666 3742  1.884
[45/-45], 45718 5.398 2713
[60/-60], 57777  6.820  3.427
[75/-75], 62728  7.408 3.724
[0/90],, 31889 3774 1.904
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C. Example 2

This example investigates the effect of anisotropic material
on the deflection of thin-walled beams. Material properties of
beams are assumed E /E, =open, E,=E,, G, =0.2E,,

G,=G,=05E,, v, =v; =v,, =0.25. For convenience,

the non-dimensional deflection is used as follows:

— VER  _ , -

V= T Fig. 3a and b display variation of non-
4y

dimensional deflections at mid-span of beams with respect to

E,/E, ratio for beams with [15/-15],. and [75/-75],.,
respectively. It is seen from Fig 3 that for beam with
[15/-15], , deflections decrease as E,/E, ratio increases,
however, for beam with [75/-75],  variation of E, /E,
ratio hardly effects to deflections.

4s !

-

0 T T T T T T T T
—8—S-S

Non-dimentional mid-span deflection

25

15

5 10 20 30 50
E1/E2
a. [15/-15],
c T T T T T T T T
540
S
8 357 x
=
g30_ S-S |
c —se—C-F
©
—#—C-S
Q_2 L d
@ 2 c-C
o
€20 1
§15
kel
GCJ»IOE—H—H—H—H—H—H—H—H—_N
£
? 5*—&—&—(—(—*—&—&—&—?
5
S JTrrr
5 10 15 20 25 30 35 40 45 50
E1/E2

b. [75/-75],,

Fig. 3. Variation of non-dimensional deflection of beams with respect to
E, / E, ratio

IV. CONCLUSION

Bending behaviours of thin-walled composite I-beams are
investigated in this paper. Displacement fields of beams based
on FOBT. Lagrange’s equation is used to obtain governing
equations. Ritz method is developing to solve problem.
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Numerical results are compared with those of available
literature. It can be concluded that Ritz method is simple and
effective for bending responses of thin-walled composite I-
beams.
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